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Abstract. This paper presents a fault detection scheme based on k-means clustering. In the proposed approach, the k-

means algorithm is applied in unsupervised learning of patterns from system input-output data acquired under normal 

operating conditions. This method does not require an accurate model of the system, additional equipment or historical 

records of faults on the system.  The pattern classification technique will be used to determine regions that reflect 

adequately the normal operating signature. The normal behavior is verified by calculating the Euclidean distance from 

each set of measurements to the centroids of the learned clusters. The clusters represent regions in the n-dimensional 

space composed by system variables. These regions contains the variables joint trajectories during normal operating 

conditions and are used to verify if the relation among system variables remains the same. Otherwise, a fault is 

declared. Additionally, an analytical redundancy using a wavelet filter bank scheme for fault detection based on the 

monitoring of the innovations of a Kalman filter is used for comparison. For experimental validation of the proposed 

scheme, a pilot plant in the form of a three-degree-of-freedom helicopter is employed. The system has two DC (Direct 

Current) motors, each one coupled to a propeller. The actuation signals consist of voltages applied to the motors. 

Three types of movements are possible: elevation, pitch and travel. The fault under consideration consists of a 10% 

reduction in the gain of one of the motors during a landing procedure. The results in terms of detection delay and ROC 

(Receiver Operating Characteristic) curve indicate that the method has good potential when compared with analytical 

redundancy, with the advantage of not requiring an analytical model of the system and without necessarily being 

complex or costly to implement. 
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1. I�TRODUCTIO�  
 

Owing to the technological advancing and the need of complex systems operating in high performance, the fault 

detection becomes each time more important in automatic control systems. Over the past decades, the fault detection 

problem has received much attention and have been reported in Isermann et al.(2000), Zhong et al. (2007), Fekih 

(2007), Angeli and Chatzinikolau (2004), Patton et al. (2000) and Venkatasubramanian et al. (2003a); (2003b); (2003c) 

If the faults can be detected, the level of safety will be better, for being detected what caused the fault, the correction 

will be done quicker, preventing an incorrect operation of the system even with errors, and this way, harmful damages 

to the environment, in the economic area and mainly to human beings, would be avoid (Matsuura, 2006; Paiva, 2003).   

The trustworthy and security are essential characteristics to reach the excellent performance of an automatic control 

system (Polycarpou and Helmicki, 1995). However, is necessary the development of new methods to give an 

improvement to the dynamic systems making sure the quality and cut in the costs. In case it is not possible to continue a 

safe operation of the system, it is at least possible to give an alert about the danger to start a procedure to safe turning 

off of the system. This way, to have in hands mechanism of fault detection is of major importance to applications that 

involve risk operations, such as chemical processes (Ulerich and Powers, 1988), nuclear reactors (Li and Bernard, 

2002), vehicles of public transportation (Capriglione et al., 2004) and airspace vehicles (Patton and Chen, 1992; Marcos 

et al., 2005). 

The first steps used in fault detection were based mainly on physical redundancy, in which multiple sensors are 

installed to measure the same physical quantity and any serious discrepancy between the measurements indicates a 

sensor fault. Although, this solution is difficult to get in physical space limits, and also make the cost of the project 

more expensive due to the increase of the number of measurement devices (Gertler, 1998). 

The analytical redundancy, in which the measures of the sensors are compared with the signals coming from system 

models, as shown on Fig. 1. A fault alarm is launched when the difference (“residue”) from the measured signal to the 

estimated value of the signal goes over a certain bound. Such procedure allows the fault detection not only in sensors 

but also in the actuators and in the plant itself. But, the system modeling is critical, because differences between the 

model and the plant can produce residuals incorrectly detected as faults (Cordier et al., 2004). 

The conventional fault detection methods, however, present difficulties associated to physical space, inexistence of 

an accurate mathematical model of the system. 
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Figure 1: Scheme of analytical redundancy for fault detection.  

 

The last decade witnessed a rapidly growing interest in pattern recognition approaches or classifiers in fault 

detection and diagnosis. These methods are constructed generally from historic process data. Considerable interest has 

been shown in the literature in the application of neural networks and Bayesian network for the problem of fault 

diagnosis and many important results have been reported in Cybenko (1988), Venkatasubramanian and Chan (1989), 

Ungar et al. (1990), Hoskins et al.(1991), Vaidyanathan and Venkatasubramanian (1992), Riascos et al. (2005), Chien 

et al. ( 2002), Patton et al.(1994).   

Although, most methods are limited solely on history process knowledge of faults occurring in the system, 

information about failures is not always available, mainly in critical systems in which generally there is no history data 

of any operation with failure. However, to overcome disadvantages of this methods, an alternative is to use techniques 

based in unsupervised learning of patterns from system input-output data acquired under normal operating conditions. 

The k-means clustering method has been shown to be effective for many practical systems. This classification 

method is quite simple and suitable for some applications. Especially in fault detection, Matsuura (2006) proposed an 

approach using the k-Means algorithm by learning from the historical without a fault information. 

Following the results presented in Matsuura (2006), in this work a fault detection scheme using k-means clustering 

is employed. In the proposed approach, the k-means algorithm is applied in unsupervised learning of patterns from 

system input-output data acquired under normal operating conditions. Additionally, an analytical redundancy scheme 

for fault detection based on the monitoring of the innovations of a Kalman filter is used for comparison purposes. In the 

analytical redundancy approach, the state-space model employed in the filter is obtained by an identification procedure 

on the basis of input-output data acquired under normal operating conditions. For this purpose, a subspace method, 

which provides the Kalman filter gains as a by-product of the identification, is adopted. In addition, a wavelet filter 

bank is used to analyze the innovations at an appropriate scale level (Milhan, 2006). 

 

2. SYSTEM DESCRIPTIO� 

 

The experimental platform used in this research is a three-degree-of-freedom 3DOF helicopter, as presented on Fig. 

2. The 3DOF helicopter has two propellers motors (Direct Current) mounted on the helicopter body and do not need the 

use of a tail motor. The propellers when in movement can generate a force proportional to the voltage applied to the 

motors. The forces can cause the helicopter body to lift off the ground. 

The system consists of a base upon which an arm is mounted. The arm  can pitch about an elevation axis (E) and can 

turn about a vertical axis (T). Two encoders installed on these axes allow for measuring the elevation angle and travel 

angle of the arm. The helicopter body is free to swivel about a pitch axis (P). The pitch angle is measured via a third 

encoder (Quanser, 2005). 

The arm carries the body of the helicopter formed by a frame, two motors and propellers installed at the end of the 

arm. The opposite side of the arm has a counterweight responsible for minimize the motor effort to keep the set in air.  

The system have three-degree-of-freedom (T, E, P) and only two control input signal resulting in forces Fb and Ff, as 

presented on Fig. 3. The controller generates a voltage signal to the front and back engines of the helicopter and allows 

to command the helicopter body to a desired elevation and a desired travel rate or position. 
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Figure 2. The 3DOF Helicopter system.  

 

The helicopter dynamics can be describe by a 6
th
 order model and with states in according of elevation angels 

(Elevation, E), travel (Travel, T) e pitch (Pitch, P). The angles rates are defined by ( E& ,T& , P& ), respectively. 

 

 

 

 

Figure 3. Mechanical setup of the 3DOF helicopter. 

 

The joint angles T, P and E are measured by encoders with a resolution of 2048, 4096 and 4096 counts per 

revolution, respectively.  

The system is also equipped with a motorized lead screw that can drive a mass along the main arm in order to 

impose know controllable disturbances. However the active disturbance mass was not be used in this work. 

  

3. A FAULT DETECTIO� SCHEME BASED O� K-MEA�S CLUSTERI�G  

  

Processes engineering usually contain both event normal and abnormal data in n-dimensional space, making it 

difficult to segregate manually. In this work, k-means clustering (Duda et al., 2001) is used to determine regions that 

reflect adequately the normal operating signature from system input-output data acquired. 

Choosing a data set of relevant variables is an important first step towards to machine learning (Mitchell, 1997). Such a 

step is necessary to improve the performance of the method.  

The reduction in the gain of one of the motors affects the dynamics of the system. Thus, just the inputs and outputs 

are not enough to represent a dynamic system behavior, so a rate information is also needed. The data sets used in this 

experiment were: reference signals, input signals, output signals and rate information of the output signals. In this study, 
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a fault applied at different instants have been considered. The description of variables is discussed in more detail in 

Section 4.2. 

The basic idea behind k-means clustering is group samples, composed of input-output vectors, so as maximize 

separability between these groups. Consider 
mxnX ℜ∈ , a set of m samples in n-dimensional space 

nℜ , formed by 

hyper-spheres in which contains the variables joint trajectories during normal operating conditions. The number of 

clusters k is assumed to be fixed in k-means clustering, and the problem is to determine a set of its k centroids 

in k21 ,...,, µµµ in 
nℜ . The k-means method partitions the samples in the data set into mutually exclusive clusters. The 

clusters represent regions in the n-dimensional space composed by system variables without presence of faults. 

The number of clusters needs to be determined at the onset. However, worth emphasizing that the appropriate choice 

of k clusters is a problem and generally the user tries several values of k (Alsabti, 1999). Following the proposed in 

Matsuura (2006), in this work, 200 clusters is assumed to be fixed in k-means clustering.  

The normal behavior of the system is verified by calculating the Euclidean distance from each set of measurements 

to the centroids of the learned clusters. It can be seen that one of the major advantages of using the Euclidean distance 

measure is that the computational cost is very low. 

During process supervision, vectors that are contained or close to the regions formed by k-means algorithm is a 

indicate of normal operation of the system. Vectors distant of these regions indicate an abnormal situation, which may 

be the occurrence of a failure Matsuura (2006). 

To assess whether the vectors are presented during the supervision are or not contained in these regions is necessary 

to compare with a fixed threshold. Therefore, a threshold (1.0 in this work) is used in the supervision.  

The vectors that are close to one of the centers of the groups learned, in other words, vectors whose distances to the 

nearest cluster center are smaller than the threshold are considered as indicators of normal operation, while vectors 

whose distances to the center of the closest group are greater than the threshold are considered as indicators of the 

occurrence of failure in the system (Matsuura, 2006). 

Choosing the threshold too low increases the rate of false alarms. On the other hand, choosing it too large make that 

some faults can not be detected (Frank, 1990). It is noteworthy, however, that the correct choice of the evaluation 

threshold can not be trivial. In somewhat similar work, Matsuura (2006) have discussed the use of thresholds and 

illustrates cases where the threshold might hamper the detection of possible failures and the generation of false alarms. 

The basic aim to fault detection is to register an alarm immediately following the advent of a fault. Direct 

application of the above algorithm would yield a high number of false alarms (false positives). The way to improve the 

conditions for the detectability and distinguishability of a fault is to signal an alarm after a minimum number of 

violations overcome the threshold. Some earlier work that use evaluation thresholds criterion to distinguish a fault can 

be found in Patton et al.(1989) and Frank(1990).  

 

 
 

Figure 4. An alarm is generated when the N points exceed threshold in M samples. 

  

The evaluation thresholds criterion aims to make the false alarm as small as possible and improve the performance 

of the fault detection system. The false alarms rate is an indication of alarms that did not correspond to an actual event. 

In particular, the algorithm generates an alarm when the measurements of 0 points exceed some threshold for a 

number of samples M, as illustrated in Fig. 4. It worths emphasizing that the algorithm considers only violations of the 

threshold. An alarm is generated after a minimum number of violations overcome the threshold computed over a past 

time window.  
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Consider 0 a sequel of points for a M number of samples (the parameter considered is M = 5). If 2 sample points 

exceed the threshold, than a fault is launched. This fault analyses is madden continuum, for that a moving window was 

implemented. This window contains a M number of samples. The analysis begins 1.5s before the fault and ends 1.5s 

after. The fault instant is used in the following cases:  

1) To analyze just some instants before and some after the fault. The analyses time do not have to be long, so if 

the fault do not be detected soon, is worthless.  

2) Verify if the method was capable of detect the fault (launch an alarm after the fault occurrence) and what was 

the method delay (how much time passed since the simulated fault until the method launches the alarm). 

The results (Section 4.2) show that although simpleness and straightforwardness, the technique presented, can 

exhibit good performance for fault detection.  

 

4. EXPERIMETAL RESULTS 

 

4.1. Materials  

  

For fault detection, the 3 DOF pilot-plant was operated as a closed loop system and the following materials were 

used.  

• Microcomputer equipped with Pentium IV 3.0GHz, 1 GHz of memory RAM and  operating system 

Windows XP; 

• Software Quanser Wincon 5.0/Build 21: real time control with Matlab/Simulink 7.0 designed for Windows 

XP; 

• Hardware for data acquisition Q4 from Quanser Consulting; 

• Software Matlab/Simulink version 7.0.4.3.65(R14) Service Pack 2. 

The training for normal operating conditions was realized with K-means algorithm (Duda et al., 2001) using the 

Statistics Toolbox from Matlab 7.0. 

 

4.2. Data Set Description  

  

The control was realized with 1ms of sampling time. As mentioned before, the control variables are the elevation 

(E) and travel (T) angles. Thus, the reference signals for k-means clustering and fault detection are the elevation (ERef) 

and travel (TRef). For data acquisition, a train of rectangular pulses with 20 seconds period it is implemented, equally 

spaced and with 10 degrees of amplitude. Adding a constant value of 25 degrees, lead the elevation angle to vary 

between 25 and 35 degrees, as show in Fig 5. The travel reference (TRef) is maintained with constant value zero, as 

show Fig 5. Additionally, the input signals (motors voltages), presented on Fig. 6, and output  signals elevation, travel 

and pitch of the system are presented on Fig 5. The angle velocities ( E& ,T& , P& ) were obtained after the application of a 

low-pass filter.  

The fault under consideration consists of a 10% reduction in the gain of one of the motors. The faults were applied 

with duration of 5s.  

The reference signal is pre-filtered to avoid that the helicopter makes sudden movements. That way, a low-pass 

filter with 5 rad/s break frequency and unit static gain is used. 
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Figure 5. Signals from the encoders for three-degree-freedom  
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Figure 6. Voltages applied to the front and back motors. 

 

4.3. Results of fault detection  

  

In the study of the fault detection, a fault of the motor during the climb and descent procedures is considered. A 

total of 170 faults were simulated at different instants, being 85 faults in the climb and 85 faults in the descent. The 

fault under consideration consists of a 10% reduction in the gain of one of the motors. 

The performance of threshold methods for detect faults directly depends on the correct choice of that threshold, as 

much in case of analytical redundancy as in case of the proposed method. That way, a comparison between the methods 

with fixed thresholds could be tendentious. The ROC curves can be used to overcome the threshold choices problem for 

comparison purposes. 

The receiver operating characteristic (ROC) curve, which is defined as a plot of test sensitivity as the y coordinate 

versus its 1-specificity or false positive rate (FPR) as the x coordinate, is an effective method of evaluating the quality 

or performance of diagnostic tests. (Park et. al., 2004).  
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For performance comparison of different detection faults methods, the ROC curves can be built varying the 

threshold since the least rate of false alarms until the biggest rate of correct detections. With the rates of correct 

detection and false alarms different for these thresholds, the ROC curve can be built for each fault detection method.  

One of the most popular measures is the area under the ROC curve (AUC) and can be found in Vemuri et al.(2001), 

Park et al.(2004), Faraggi and Reiser (2002). AUC is a combined measure of sensitivity and specificity. AUC is a 

measure of the overall performance of a diagnostic test and is interpreted as the average value of sensitivity for all 

possible values of specificity. The closer AUC is to one, the better the overall diagnostic performance of the test, and a 

test with an AUC value of one is one that is perfectly accurate. 

For false alarms occurrence, correct detection and consequently built of ROC curves, was considered an operation 

period before the fault occurrence and other after. 

The Fig. 7 presents ROC curve for the proposed method and Analytical Redundancy ROC curve for the three output 

signals (pitch, elevation and travel) 

  

 

                                                                                           

 

Figure 7. K-means ROC curve and Analytical Redundancy ROC curve for the three output signals  

 

It can be noted that the proposed method presents a better ROC curve them the analytical redundancy with all the 

three output variables. Table 1 shows the AUC values.  

 

Table 1. AUC values. 

ROC Curve AUC 

K-Means 0.99 

Analytical redundancy: Elevation 0.93 

Analytical redundancy: Pitch 0.96 

Analytical redundancy: Travel 0.99 
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Table 2 show the mean detection time for both cases for a fixed threshold. To calculate the mean detection time is 

considered only in cases of correct detection. The detection time is the time between the occurrence of the fault and the  

detection based on k-means algorithm.  

 

Table 2. Detection time. 

Method Time 

K-Means 0.63s 

Analytical redundancy 2.3s 

 

Note that the time necessary to detect a fault in the proposed method is more then three times faster than the 

analytical redundancy method. By analyzing the proposed method all the 170 faulty situations and 170 situations of 

normal operation, all faults were correctly detected and two false alarms were triggered.   

  

5. CO�CLUSIO�S 
 

In this paper, we presents the results of a fault detection scheme using k-means clustering. In the proposed approach, 

the k-means algorithm is applied in unsupervised learning of patterns from system input-output data acquired under 

normal operating conditions. The normal behavior is verified by calculating the Euclidean distance from each set of 

measurements to the centroids of the learned clusters. This means that the computational cost of the detection algorithm 

is low.  

The results in terms of detection delay and ROC (Receiver Operating Characteristic) curve indicate that the method 

has good potential when compared with analytical redundancy using a wavelet filter bank, with the advantage of not 

requiring an analytical model of the system and without necessarily being complex or costly to implement. 
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