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Abstract. This paper concerns the application of a predictive control methodology to the stabilization and reference-
following operation of a magnetic levitation process. From a control engineering point of view, the problemis challenging
owing to the nonlinear and unstable nature of the plant, the required positioning accuracy and the operational restrictions
on the manipulated and controlled variables during transients. The formulation employed in thiswork is based on alinear
prediction model obtained by linearizing the plant dynamics around the center of the working range of the position sensor.
Offset-free tracking is achieved by augmenting the cost function with a termassociated to the integral of thetracking error.
Operational constraints on the input (current in the electromagnet coil) and output (width of the air gap between the
electromagnet core and the suspended object) of the process are enforced in the optimization process. The optimal control
sequence is implemented in a receding-horizon strategy, in which the optimization is repeated at every sampling instant,
by taking into account the new sensor readings. The design and validation of the predictive control loop are carried out
by using physical parameters from a real magnetic levitation process. The results obtained by simulation show that the
explicit treatment of operational constraints, especially those related to the input variation rate, is fundamental to an
appropriate control of the system.

Keywords: magnetic levitation, predictive control, control with constraints, nonlinear systems.
1. Introduction

Magnetic levitation technology has a wide range of applices, encompassing, for instance, high-speed transjmortat
systems (Holmer, 2003), seismic attenuators for grawoitaliwave antennas (Varvella et al., 2004), self-beariogdl
pumps (Masuzawa et al., 2003) for use in artificial heartptibanterfaces (Berkelman and Hollis, 2000), photolithog
raphy devices for semiconductor manufacturing (Kim andvipar, 1998), and microrobots (Khamesee et al., 2002). For
this reason, much research has been carried out on aspedectwbmagnetic design (Hurley and Wolfle, 1997), power
electronics (Li and Li, 1995), modelling (Agamennoni ef 2004), and active control (Maggiore and Becerril, 2004) of
magnetic levitation (maglev) systems.

From the point of view of control engineering, maglev systeame challenging because of the nonlinear nature of
the plant dynamics, the very small degree of natural dampinge process, and the strict positioning specifications
often required by the application. Such a challenge ine®dgr attraction-based levitation (employed, for ins&anc
in the suspension system of the Shanghai Transrapid Magtey derving the Pudong International airport in China
(Holmer, 2003)), in which case the system dynamics are ¢pemunstable (Galvdo et al., 2003). Typical examples of
design techniques that have been applied to the control glawaystems include feedback linearization (Maggiore and
Becerril, 2004), (Grimm, 2002), sliding mode (Shan and M&t?2), (Al-Muthairi and Zribi, 2004)H ., control (Kang
et al., 2003), (Sinha and Pechev, 2004), and adaptive me{Yadg and Tateishi, 2001).

It can be argued that one of the main difficulties for the dgmlent of a maglev controller concerns the handling
of operational constraints. In fact, the width of the air degiween the electromagnet core and the suspended object
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must typically be kept within tight constraints in order tthaeve an appropriate electromechanical conversion efiogi
Failure to enforce such output constraints may lead to atrafzhic fault, because the magnetic attraction force neay n
be strong enough to bring the object back to its operatingtp®oreover, if the electromagnet current is adopted as the
manipulated variable, the control may be subjected to dfiignt slew rate constraint if the coil inductance is large.

In this sense, it may be interesting to consider the potiensia of model predictive control (MPC) strategies for
maglev systems. In fact, the ability of handling operatlammstraints in an explicit manner is one of the main reasons
for the popularity of predictive controllers in industriapplications (Maciejowski, 2002), (Rossiter, 2003). Huare
very few contributions on the use of MPC for maglev contr@ found in the literature. In a recent work, (Lepetic et
al., 2003) predictive functional control was employed ia tuter loop of a maglev control system, which was initially
stabilized by a lead compensator. However, such a papeotiaddress constraint handling issues. A study regarding th
design of a predictive maglev controller was described iluf(®and Galvao, 2003) and real-time implementation issues
were also discussed in (Miura, 2003). Such studies predaneeliminary assessment of the utility of MPC for handling
operational constraints in an attraction-type maglevesystHowever, the control law was not imbued with integraioat
and thus steady-state error appeared as a result of extishabances and model inaccuracies.

In the present paper, an MPC formulation with explicit imgontrol action is employed for the stabilization and
reference-following operation of a simulated single-agaitraction-based maglev system. In the case study undsitzo
eration, the simulation and prediction models are obtaorethe basis of physical parameters of a real maglev system.
The results, obtained for simulation scenarios considarindelling uncertainty and sensor noise, suggest that M®C m
be a promising alternative to the control of maglev systdviteover, it is shown that appropriate constraint handing
fundamental for the successful operation of the systengagsify for large-travel positioning tasks.

2. System description and modelling

This work was concerned with the dynamics of the Feedbackniéliig Levitation SystefR, which is depicted in
Figure 1. The infrared photo-sensor is assumed to be lindhaeirequired range of operation, yielding a voltgghat is
related to distancé asy = vh + yo, where the gainy > 0 and the offsey are such thay € (—2V, +2V). Current
is regulated by an inner control loop, and is linearly raddtethe input voltage: asi = pu + ig with p > 0 andig > 0.
The working excursion of; is limited between-3V (corresponding to a null coil current) arebV (saturation value).
Rates of change larger thaAV/s for « cannot be implemented by the current driver along its emtoeking range.
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Figure 1. (a) Feedback Magnetic Levitation Sysfentb) Main components of the control loop. The attractiorcéof is
related toi andh in the formf = Ki?/h?, whereK > 0 is an electromechanical conversion gain.

The dynamics of the vertical movement of the suspended spaer be modelled by the following equation:

d*h i2
whereK > 0 is an electromechanical conversion gainjs the mass of the sphergjs the acceleration of gravity, and
is the coil current. Alternatively, in view of the sensor andrent driver characteristics, Eqg. (1) can be re-written a

d*y K (pu +i)*~*
m— =9mg — —— 5 2
az — " (y — yo)? 2)
Finally, by takings = [y, dy/dt]” as state vector, the model can be realized in state-spaoeafor

K (pu +ig)*y°
m(z1 — yo)?

®)

T =2, To=7g—
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The control value: required to keep the system at an equilibrium paint [y, 0]7 is given by

[ o

By using a first-order Taylor expansion around such an dayutilin point, a linearized model can be written as

T:[g (1):|i‘+|:_06]1]:ACJ~:+Bcﬁ )

wherea = 2vg(j — yo) 1, B = 2p72(§J — yo) " 'y/m~1Kg and the tilde denotes deviations from the equilibrium. It is
worth noting thaty is larger thany, because the distanéebetween the sphere and the electromagnet is strictly pesiti
in the sensor equationy (= vh + o). It follows thatae > 0 and thus matrix4. has eigenvalues at./«, which shows
that the equilibrium is open-loop unstable.

The following values for the physical model parameters weqeerimentally determined in (Grimm, 2002y, =
2.12 x 1072kg, g = 9.8m/s”, yo = —7.47V, v = 328V /m, ig = 0.514A, p = 0.166A/V, K = 1.2 x 10~*Nm?/A2.

3. Predictive control strategy

Figure 2 presents the main elements of the discrete-timgigtree control formulation adopted in this work. The
process model is employed to calculate output predictigntouV steps in the future, wher® is termed “Prediction
Horizon”. Such predictions are determined on the basisl@ffarmation available up to the present time’( sampling
instant), and are also dependent on the control sequencwithhe applied. The optimization algorithm is aimed at
determining the sequende[k — 1 + ¢],i = 1, ..., M } that minimizes the cost function specified for the probleniject
to constraints on the input and output of the plant. The valué/ (“Control Horizon") is smaller thanV, and the
optimization assumes thatk — 1+ ] = u[k+M —1] for M < i < N. The control is implemented in a receding horizon
manner, that is, only the first element of the optimized adrgequence is applied to the plant and the optimization is
repeated at the next sampling instant, on the basis of ftaghmeasurements.

Cost
Function Constraints

e vl et

WK

i :r[k+|] N —|—> Optimizer | > Plant YK
ae1r] | Gkl | o
| i=1,..Mm i=1..N
Y |
I Prediction | |
| Model h |

Predictive Controller

Figure 2. Predictive control loop employing state feedbdtie plant input, the output of interest and the referergesdi
are denoted by, € R, y € R, andr € R, respectively. In additionj[k + i|k] denotes the prediction of the output at
instantk + ¢ on the basis of the measured stafg] € R™. The optimal control at instaritis denoted by.*[%].

The following cost function, which penalizes tracking esrand control variations, was adopted:

N M

J(AU) = (r[k+i] — glk +ilk])* + p>_(Aulk — 1 +])? (6)

i=1 i=1

where Aulk] = ulk] — ulk — 1] and AU = [Au[k], Aulk +1],..., Aulk + M —1]]" is the vector of optimization
variables. The design parameter- 0 may be adjusted to achieve a compromise between minimiaagutput tracking
error and minimizing variations on the control signal. BEginge tends to increase the speed of the closed-loop response
at the cost of a larger control effort and a greater sensitigimeasurement noise.
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By assuming a linear model for the plant dynamics of the fdim (ilde notation was dropped for simplicity)
zlk + 1] = Agz[k] + Baulk], y[k] = Cqx[k] @)

the relation between the control variatioAs and the state can be expressed as
alk + 1] = Aqa[k] + Byulk] = Agalk] + Ba(ulk — 1] + Aulk]) = [ A Ba | [ "

By defining an augmented state vect@t] = [T [k], u[k — 1]]7, it follows that

O e el S el L I R el PSC B EC RN ©)
In a similar manner, the output equation can be re-written as
il =Canlil = [ €0 0| oW, ]~ cqn (10

__ It can then be shown (Rossiter, 2003) that the output priedtcan be related to the future control variations as
Y = PAU + Q¢[k], where

9k + 1] CB 0 - 0 CA

_ 9k + 2] CAB cB - 0 C A2

Y = : , P= : : . : , Q= : (11)
[k + N CAN-1B CAN-2B ... CAN-Mp CAN

Therefore, the cost in Eq. (6) can be re-written as
J(AU) = (R—=Y)T(R—Y) 4+ pAUTAU = (R — PAU — Q¢[k))T (R — PAU — Q¢[k]) + pAUTAU  (12)

whereR = [r[k+1],7[k+2],...,r[k+ N]]". It can thus be seen that the cost is a quadratic functionebphi-
mization variablesAU. In the absence of constraints, the control sequekté that minimizes the cost is given by
AU* = (PTP + pIy) "' PT(R — Q¢[k]), wherely, is anM x M identity matrix.

If restrictions on the manipulated and controlled variabté the formAuw,,;, < Aulk — 1 +i] < Aupmaq,
=1, M; umin < ulk — 1414 < Umaz,@ = 1,00, M5 Ymin < ylk + 1|k < Ymaz,? = 1,..., N are to be
satisfied, the minimization of the cost is subject to theofelhg linear constraints oAU :

IM F]WAumaz

—Inm Ty Aumin

T FM(Um(m - U[k - ID

T | 2US | o — ulk — 1)) (13)
P 1—‘Nyrna:c - Qg[k]

whereT), is a lower triangular matrix of one§{, (i, j) = 1 for ¢ > j and zero otherwise) aridh,, 'y are M x 1 and
N x 1 column vectors of ones, respectively (Maciejowski, 2008)this case, the unconstrained solution may not be a
feasible point. The optimization problem then becomes diguadratic Programming (Maciejowski, 2002).

3.1 Integral control action

The use of control variations in the formulation presentedva leads to offset-free tracking if there are no external
disturbances and if the prediction model matches the ststdyg gain of the plant (Rossiter, 2003). However, if such
assumptions do not hold, additional procedures must be taseiminate the steady-state error. A simple approach
consists of assuming that the plant output is affected bynsteot additive disturbance, which can be estimated as the
difference between the measured vaji{fd and the model predictiofik|k — 1]. However, such a procedure requires the
use of an independent model (Maciejowski, 2002), that ispdehthat is not realigned with the plant state at each new
sampling instant. In the case of an unstable plant, the giieds of an independent model would diverge, thus premgnti
its use for disturbance correction.

In the present work, an explicit integral control action éhi@ved by including a term associated to the integral of
the tracking error in the cost function. For this purpose,grant model is augmented with an additional stavégth the
following dynamics:

z[k + 1] = z[k] + r[k] — y[k] = z[k] + r[k] — C¢[k] (14)
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By defining a new augmented state vecto¢gdé] = [¢[k], z[k]] " the state equation becomes

ater)= | ST =] e e § b | ] = Al B auli+ i

(15)

Moreover, if the model output is augmented with the new stéiteasy, [k] = [y[k], nz[k]]" for a fixedn > 0, the output
equation becomes

cC 0
=] 6 )] &l = cus (19)
where© is a row vector of(n + 1) zeros. A prediction equation faf,[k + i|k],i = 1,..., N, can be written as

Y, = P,AU + Qu&.[k] + VR, whereP,, Q, are obtained by using,, B, C, instead ofd, B, C'in Eq. (11). MatrixV’
is obtained a$>, by usingH instead of3, e N instead ofM.
Therefore, the integral of the tracking error can be incoafea into a new cost functiaf, as

Jo(AU) = (Ry = Yo)" (R — Ya) + pAUTAU =
= (Ra - PaAU - Qafa[k] - VR)T(Ra - PaAU - Qaga[k] - VR) + pAUTAU (17)

whereR, = [r[k + 1], 0, #[k + 2], 0,...,7[k + N], 0]". Itis worth noting that the zeros inserted/ity correspond to
the desired value foyz[k], wherez[k] is a cumulative sum of the tracking errors. The design parmean be used to
adjust the weight of integral action in the resulting cohlaov.

4. Methodology

In this study, the nonlinear equations of the maglev systgegsented in section 2, were employed in the simulation
model. The prediction model was obtained by linearizingglaat dynamics around the center of the working range of
the position sensoty(= 0). The control tasks consisted of tracking steps in the eefez from an initial resting position
aty = 0.

On the basis of a previous study (Galvéo et al., 2003) comugethe digital control of this system,fans sampling
period was adopted. Assuming that a zero-order-hold wilpktéhe control signal constant between sampling instants
(Hemerly, 2000), the model matrices resulting after lirestion and discretization are as follows:

A, = 1.0108 0.0050}

—0.0142
4.3185 1.0108

Ba = { ~5.6779 Ca=[1 0] (18)

All simulations were carried out by using the Matlab 6.5 waite in the Simulink environment. A specific Matlab
S-function was written to implement the predictive contagl. The Quadratic Programming problem was solved by using
the quadprog function of the Matlab Optimization Toolbox.

The initial part of the study consisted of determining ampiate values for the prediction and control horizons. The
importance of handling input variation constraints, sakgifor large steps in the reference, was then investigaiéu
use of integral control action was studied to achieve offies tracking in the presence of a mismatch between thesgain
of the prediction model and the actual process. Finallyeffext of estimating the speed from noisy measurementseof th
position was analyzed with a view on the future real-timelojgpent of the controller.

5. Results and Discussion
5.1 Adjusting the prediction and control horizons

In order to investigate the effect of varying the predictlwrizon N, the cost parameter was fixed at= 1, the
control horizon was fixed @t/ = 5 and four values oV were tested§ = 6, 10, 20, 50). Figure 3a presents the resulting
responses for a0.2V step in the reference. It is worth noting that positive refece values correspond to downward
movements of the suspended sphere (increase in the sigtta affrared photo-sensor). As can be seen, decreasing
the prediction horizon tends to decrease the damping ofdgh&a loop. In fact,N = 5 actually results in an unstable
behaviour (not shown in this graph). On the basis of the tepuésented in Fig. 3a, it was deemed tNat 20 provides
a good compromise between speed of response and dampingefdriee such a value was adopted for the prediction
horizon.

The effect of adjusting the control horizaW was investigated by fixingy = 20 and testing four values a¥/

(M = 1,2,4,5). The results presented in Fig. 3b show that increasingah&a horizon abovel/ = 4 does not bring
performance improvements. For this reason, the vadue 4 was adopted.
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Figure 3. (a) Effect of varying the prediction horizdvi (values indicated in the legend) for a fixed control horizon

(M = 5). (b) Effect of varying the control horizof/ (values indicated in the legend) for a fixed prediction hamiz

(N = 20). The responses fav/ = 4 andM = 5 are indistinguishable in the graph.

5.2 Importance of constraint handling
Previous studies with this magnetic levitation procesgatéd that the rate limitation on the input is the constriduat

presents the greatest challenge to the design of an effexdivtroller (Miura, 2003). In order to illustrate the imtaorce

of handling this constraint, a simulation was carried outibiyng a step reference @85V. As shown in Fig. 4a, if the rate

constraint is not taken into account in the optimizationcess, the controller generates a control signal with variat
that cannot be implemented by the current driver. As a reghétclosed-loop performance is poor, as indicated in Fig.

4b. Actually, by using a slightly larger step referenée{’), the response diverges because the current driver is tet ab
to act fast enough to avoid the fall of the suspended sphéris. problem is solved by including such a rate constraint
as a restriction in the Quadratic Programming algorithmslewn in Fig. 4b, the resulting performance is considerably

improved by this procedure.
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Figure 4. Results for a0.85V step in the reference: (a) output of the unconstrained M&@roller (solid line) and

control signal that can be implemented by the actuator @thdine); (b) plant output using an unconstrained MPC

controller (dashed line) and an MPC controller that considlee limitation on the control variation rate (solid line)

5.3 Integral control action
It is worth noting that, in the nominal case illustrated adooffset-free tracking is obtained even without the use of

the integral term in the cost function. To illustrate the chéar the additional integral control action, the simulatir
a +0.2V step in the reference was repeated after decreasing theatiagevitation gaink” by 10% with respect to the
nominal value. As can be seen in Fig. 5, the mismatch betweeplant gain and the prediction model results in a
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negative steady-state error. Such an error arises bedaipeadiction model over-estimates the strength of the etagn
field for a given current and, as a result, a control signalllemdnan necessary is applied. However, Fig. 5 also shows
that the inclusion of the integral term in the cost functiompensates such problem and eliminates the steady-state er
As can be seen, the error correction becomes faster as tgatweif the integral term is increased.

0.45
04r =
0.357 . ,\’ l’,"//l’/ -
03 1 o
0.25} ~e

] B T e -l

0.15- — No integral action .
e n=0.05

‘== =0.10
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,,,,,,,,,,,,,,,
................

y(t), volts

0
0 005 01 015 02 025 03 035 04 045 05
t, seconds

Figure 5. Response to-a0.2V step in the reference for different settings of the intégomtrol action. The magnetic
levitation gain was decreased by 10% with respect to the maimalue.

5.4 Sensitivity to noise

In a real application, the speed information would need te$t@mated from the readings of the position sensor.
In order to investigate such an issue, the simulation withrtbminal parameters was repeated by using the numerical
derivative of the position signal as an estimate of the spiledleover, a zero-mean, white, gaussian noise with a stenda
deviation of 0.01V was added to the output of the positiorsserfigure 6 presents the resulting responsef6.aV step
in the reference. As can be seen, the measurement noisddemdsterioration of the closed-loop performance. Such an
effect can be partially compensated by increasing the weigh the control variations in the cost function, which leads
to a less vigorous control action and a decrease in the closgdbandwidth. If the controller were to be deployed in a
real setting, the weight would need to be adjusted according to the level of noisearptisition readings.

0.25
02F ——
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4
4
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Figure 6. Effect of adding measurement noise to the readifitpe output sensor and estimating the velocity by numkrica
differentiation of the position. The effect of increasiig weightp of the control variations in the cost is also illustrated.

6. Conclusion

The results obtained in this case study suggest that MPGotelibgies may be a promising alternative to the control of
unstable maglev systems. In this context, the constraintling features of MPC may be particularly valuable, eslgc
to ensure an appropriate tracking of large steps in the setpo

As regards the real-time deployment of the MPC controller,use of a linear prediction model, as the one adopted in
this work, may be more advisable than resorting to more edbmonlinear models. In fact, the quadratic programming
problem stemming from the combination of a linear model, adyatic cost function, and linear constraints, can be solve
by very efficient numerical algorithms (Maciejowski, 2002¥uch a feature would be essential to cope with the fast



Proceedings of COBEM 2005 18th International Congress of Mechanical Engineering
Copyright © 2005 by ABCM November 6-11, 2005, Ouro Preto, MG

dynamics of the levitation process by using moderate coatijmumal resources.

Further work concerning the application of MPC formulaidor maglev systems could address the issue of robustness
with respect to modelling uncertainty. In fact, the problehensuring the robust stability of predictive control Isdp
the presence of constraints has been a matter of intensechg&errigan and Maciejowski, 2004).
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