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Abstract The present work aims to improve the computational performance in an existent computational fluid dynamic
algorithm in order to evaluate wind engineering applications. To perform this study, techniques of parallel
computation and high-performance programming are used. Thus, these improvements in the computational
performance will allow the addition of specific terms in order to refine the wind behavior characterization. These
modifications claim to reduce the computational costs and consequently, make possible the application in wind energy
projects, which commonly use large domains and demand high processing time. The numerical method employed is the
Finite Element. In the turbulent flow analysis, it is used Large Eddy Smulation (LES) which solve the scales that
govern the local flow dynamic (large eddies) and use sub-grid models to solve those with universal character (small
eddies). In this work, the sub-grid effects are analyzed by the standard Smagorinsky model. Simulations over bluff
bodies commonly employed in the turbulent flow characterization are used to validate the results and evaluate the
phenomena. These elements utilization is chosen due to the complex features derived by the impact between the
incident flow and the obstacle which resulting in phenomena as impingement, separation, reattachment, circulation
and vortices formation.
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1. INTRODUCTION

In a wind power evaluation, an accurate wind motibaracterization over terrains will allow an agpiate site
selection for a wind farm installation and consetlye the best wind turbines layout. Thus, solusidrased on the
Computational Fluid Dynamics have been constantipleyed in wind power projects in order to desctibe related
phenomena with high level of refinement. In thisrkydhe flow over a topographic feature is obtaimsthg the Large
Eddy Simulation (LES) and the Finite Element Meth@EM), which present excellent results for manyndvi
engineering applications.

In the most of wind farm projects, it is observéatistical analyses to describe the speed behaviar terrains. An
accurate prediction of this term is extremely impot, once the wind power and the output energypesportional to
its cube. However, this methodology has the drawlba@valuate a micrositting potential based omllageasurements
of wind direction and speed. According to Derickgbial. (2004), as a consequence of this current analysise are
numerous wind turbine installations that are beffieby damaging turbulence or are faced with subw@dtwind energy
performance. In order to obtain more realistic kissmumerical simulations over terrains - basedhenComputational
Fluid Dynamic (CFD) - have been examined by masgaechers and new techniques are constantly degelop

Therefore, one of the most promising techniqueabénturbulent flows estimative (especially acrolesflbodies) is
the numerical approach. However, a high computatieffort is demanded due to complexity of the mdifferent
interacting scales. According to Silveira Neto (2DQhe rate between the large scales and the sspalks is
proportional to Reynolds number, being for eacteation approximately Ré€ How turbulence is naturally three-
dimensional, the direct solution of all scales mnisothermal turbulent flow demands a grid proporal of R&“. Even
when turbulence is modeled by LES, the computalieffart is huge. Therefore, methodologies to miienthe time
processing of simulations are very important inkhewledge of the phenomena, mainly when is deshredinalysis of
engineering practices applications. Thereby, onh@bbjectives here is the resources developrodmdome possible
the future analysis of external flows, e.g., wimeted prediction over complex terrains in order litam an accurate
wind turbines layout.

Nevertheless, in order to distinguish the usual Caiplications to the simulations around bluff bed&nd
topographic features, a new study field was creatdtle middle of the 1980’'s: the Computational WiBngineering
(CWE). According to Cook (1986), a body is aerodyiwlly bluff when the flow streamlines do not folN the
surface of the body, but detach from it leavingioeg of separated flow and wide trailing vorticBhie CWE is a
brand-new area and present applications in distialtts like analysis of diffusion and dispersi@edestrian comfort,
wind characteristics over complex geometries, maioclimate and interactive of fluid structure. Acding to
Murakami (1997), two important reasons could deflre main difficulties observed in the wind flowazhcterization.



First, the topographic features are placed withengurface boundary layer. In external flows, rowggs elements like:
grass, trees, buildings, rocks and hills are ptesetne Atmospheric Boundary Layer (ABL) and mdfeet strongly

the wind behavior. The numerical prediction of flower complex terrain has become an important caatipmal tool

in the wind engineering applications. Second, thstacles commonly evaluated, so-called bluff bqgdas non-

aerodynamics and demand high level of refinemettiair corners.

In wind power studies using the CWE methodology ttomputational costs have been featured the major

encumbrance to make viable this powerful instrumentthe wind characterization. The necessity ofgdar
computational domains to describe a micrositing tt@order of kilometers) and the discretizatiolatesl to the wide
range of scales presents in a real turbulent wowl increase substantially the CPU time required.

2.METHODOLOGY

In the present work, an existent Computationald=Idiynamic algorithm is speeded up in order to ma&ble wind
engineering applications. Until the present momdéme, computational code studied had its configarafiaced to
Vector Processor Architectures to solve the fluiechanics equations. Based on high-performance qmuging and
parallel computation techniques, this study aimgrapose some modifications in the algorithm cartdton directed to
reduce the CPU time required.

In the discussion about the wind flow over a compkrrain, a bluff body is analyzed. This kind distacle is
commonly used in wind engineering evaluations duhé complex effects derived by the impact betwbenincident
flow and the obstacle. Phenomena as impingemepéragon, reattachment, circulation and vorticesnfation are
observed near the body.

2.1. Mathematical for mulation

To simulate isothermal flows in turbulent regime ar high Reynolds numbers is necessary to solve
conservation equations of mass and momentum, Wwitboundary and initial conditions, which will befithed in the
problem description. The approach used in the pteserk is LES and, according to Findikakis ande8tr(1982), a
spatial filtering process is needed. Therefore gtpgations can be written in the following way:

P2 (p7)=0 (=12and3)int e (1)

(ij.k = 1a0d 3) in HQ (2)

where: ﬂ - large scalesC - sound propagation speed (m/g);- dynamical viscosity (kg/ms); — volumetric

viscosity (kg/ms)p — kinematic viscosity (m?/s)i, —kinematic eddy viscosity (m2/s}; — velocity ini direction (m/s);
X — spatial coordinate indirection (m);P - pressure (N/m2)j; — Kronecker delta® — spatial domairt; - time domain
(s). The filtering process is performed using a filber.

In the LES methodology used in the present algarijtthe scales that govern the local flow dynanacgg eddies)
are solved exactly by the Navier-Stokes equatioh#ewthe small scales are modeling. According tlvetia Neto
(2002), the smaller ones are not explicitly simedaisince their behavior present characteristicsenuigsipative,
isotropic, short-lived, homogeneous, universal dess affected by the boundary conditions. The smadles
contribution over the solved ones is obtained tghothe sub-grid models. The sub-grid model morsedisnated,
which is used in the present work, is the stan@mtagorinsky. Its consolidation is due to the sinipiplementation
and well designed formulation.

2.2. Numerical model

To obtain the approximated solution of the congaueequations (mass and momentum) is used théeFiement
Method. The Galerkin Method is employed in the ispadiscretization, Reddy and Gartling (1994). Teat the
transient terms is implemented the Taylor-Galeskiplicit scheme, Donea (1984). Where the variatiohprimary
variables (velocity and pressure) are generatethbly expansion in Taylor series until second terfscording to
Brasil Janior (2002), this temporal scheme has gbeHavior in strongly advective flows and is usdsb dike
stabilization scheme. The approximated equatioasdequately present in the work of Petry and Atvi(2006).

Therefore, the solution is conditionally stable &rid necessary to attempt the stability Couramtdition, given by:

the
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At < Ax (min)/(C+U,,) (3)
where4t is the time stepdx; (min) is the smallest grid element dimension Binds a velocity reference

2.3. Techniques of numerical optimizations

The optimizations evaluated in the present workalbéh two kinds of codes: mono-processing and Ira
processing with shared memory. Thus, in the foratgorithms, it is analyzed the matrix allocationsorder to verify
the best manner to manipulate the memory. Whilenduhe parallel processing codes optimizations analyzed the
main tasks which may be distributed among manyge®ars. The language employed to parallelize thgept code is
OpenMP.

3. PROBLEM DESCRIPTION

The present study intents to evaluate the flow @véwo-dimensional square cross-section bluff badg reveal
important features about this kind of problem. tdey to compare the obtained results in this woitk wther authors,
the chosen domain respect the dimensions commaag in this kind of analysis. These geometricagjties do not
cause influence in the flow behavior, allowing ad@henomenon observation. The domain dimensienscaled with
the obstacle dimensiah

In Figure 1 can be observed the dimensions ofltve domain: upstream and downstream bluff bodyattisés x,,
andxg, respectively, the domain spanwise sideand the obstacle length The dimensions,, X4, d, andH are 4.5,
18.5, 1 and 8, respectively. The constant freeastr@elocity which reaches the obstacle is denoméhlt,. This
parameter, together with the characteristic ledgtilows the Reynolds number definitionRes =U_d/v .
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Figure 1. Domain configuration

In the boundary conditions, the following impositso are employed. At the inlet surface, a uniforowflis
prescribed for the normal velocity component anthatoutlet region, the outflow boundary conditisrapplied forx-
andy- components. At the lateral boundaries (paratiedtteamwise direction), a frictionless conditisrsimulated by
the utilization of a null velocity component ydirection. At last, no slip condition is appliedrfthe square obstacle
walls. The initial conditions are zero for veloeiticomponents and pressure for all domain.

With reference to domain discretization, many gedolutions are employed with the purpose of compbhe
processing time consumed by each one. Afterwaoise ©f these configurations are used to obtaipklysical results,
allowing a pertinent discussion about good progrargnpractices in numerical estimative of flows. Table 1 are
described the meshes used during the work.

Table 1. Grid sizes used in the processing timeramderical evaluation.

Grid Number Number of Elements (X x Y)
96 x 32
144 x 48
192 x 64
240 x 80
336 x 112
384 x 128
480 x 160
576 x 192
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The best grid distribution is designed to be refimear the obstacle and coarser farther from tleismient. This
technique of grid design is called grid stretchisgg Figure 2 (a). According to Murakami (1998grge ratio of grid
stretching leads to numerical oscillations. In LEB8thodology, the cut-off wave number of energy spec between
resolved scale and sub-grid scale is related tgtigesizeA . In this case, if the stretching ratio becomegdathe cut-
off number differs greatly between two neighborgrigs, creating turbulent energy levels signifitamtifferent. So,
when the LES methodology is used, this same auteoommends the stretching grid utilization with to@u
According to the same author, the numerical osmite can be observed also at small aspect ratigehthan 1.05.
Therefore, a uniform grid configuration is usedtwid this kind of difficulty, Figure 2 (b).
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Figure 2. Mesh configuration: (a) stretching degpgmposed by Kinet al (2004) and (b) a uniform grid size of
576 x 192 used in the present work.

4. RESULTSAND DISCUSSION

The obtained results in the present work are Oistied in distinct sections. Firstly, it is showliacussion related
to the efforts done in order to reduce the proogsime of the code. Thus, high-performance prognang alternatives
based on the allocation of matrix and vectors ampgsed. Afterwards, an evaluation of the parait@inputation
concept is introduced by the utilization of tBpenMP method. The main advantages in this techniquezatitn are:
the possibility to keep a serial code intact, sioifyl during the codes programming and dynamicritigtion of tasks.
According Piller and Nobile (2002), the CFD comntyns oriented in toward the development of disitdd-memory
MPI applications, but shared-memo@penMP language can be very useful in many circumstanogsnly in
algorithms that do not have a pre-conceived ddsigguage to receive the parallel implementation.

In the section designated to analyze the flowfi@ler a square cross-section bluff body, velocifesfiles are
monitored in the obstacle neighborhood.

4.1. Time processing evaluation

The numerical simulations were performed at theiddat Center of Supercomputation (CESUP-RS) using
computers with Parallel Processor Architecturescadted Clusters. The parallel computer configamratis a SunFire
X2200 with 5 nodes/servers and 1 node retainedhoragement. Each node has 2 dual-core AMD Optaimressors
with 1.8 GHz clock and the memory/node amount i8 8Cherefore, it is possible to execute simulatiossg shared-
memory and distributed-memory parallel processBygthe fact that the Cluster resources are accdsgeany users
(university departments, research projects and atatipnal courses) it is necessary evaluate the @RE without
external interference, in other words, the simaladiare done using the whole node memory availabbeder to get
accurate comparative tests.

The first study realized consists in perform a carafive between the static and dynamic memory atiog. In the
former, each array is set at compilation time aaden changes and the latter one, the program sedgciamically
memory spaces during the program execution. Thiesize selection is obtained based on some mest stammonly
used in this kind of approach by previous authBegtry and Awruch (2006), Sohankar (1999) and Sattals (2007).

As can be seen in Figure 3, it is shown the CP& tiequired for a single record using both allocafrms. The
simulations were evaluated using a time step dE-D8 seconds and 500 iterations for each record@ogaparing with
the dynamic allocation, the static one exhibitdak#ier behavior in all meshes studied. This beliasan be attributed
to the number of times that the memory is acce#searder to reserve spaces to receive the matrik \attors
components. It is important remember that moreyasigboints could be required to monitoring witlgter accuracy
the CPU time behavior. Thus, when the static atlonas chosen it is observed an average reduci@pproximately
1.5 times in the processing time. For the studilggrahm using static and dynamic allocation, théd gncrease
identified a discontinuity between the configurasot and 6 for the both situations. This behavigghtnbe related to
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the memory manipulation due to the program desigiguage. Based on the results introduced in ttdfuation, new
tests will be performed in order to investigate dhigin of this non-linear conduct.
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Figure 3 — CPU time for dynamic and static allamatior a mono-processing processor

After the analysis of performance improvement faahan the arrays allocation, the insertion of peliaition
directives is evaluated using ti@penMP concept. This approach allows that the main progeacess the shared
memory. In other words, all cores will be able i the code to solve the problem. With the intemtio use correctly
this tool, it is analyzed different sections of #ilgorithm aiming the consumed time stratificataomd consequently, to
identify those which represent a process bottlenéickTable 2, it is observed a result that has cdroen this
verification, the case tested is grid 01 with 5@0@dtions. Thereby, as can be confirmed in thisestable, great part of
the computational efforts are designated to thdigroithat manipulate the main matrixes per iteratised on the
solution of turbulent, incompressible and isothdrfiavs. To verify if this behavior is global, intleer words, not
specific to one grid simulated, a Pareto chart witkifferent grids is proposed, Fig. 4. The analysi the chart
indicates that in other grids the time consumptsodistributed in a similar manner.

Table 2. Sections created to evaluate the patteegfrogram that need parallel process.

Part of Name of program part CPU time (%) - Grid Q1 Cuative CPU time (%) —
Program Grid 01

1 ITERATION MATRIX ATUALIZATIONS 75.79% 75.79%

2 TIME MATRIX ATUALIZATION 9.44% 85.23%

3 ASSEMBLY MATRIX ATUALIZATION 4.58% 89.81%

4 ASSEMBLY ITERATION MATRIX 3.48% 93.29%

5 VARIABLES VARIATION CALCULUS 2.75% 96.04%

6 TURBULENT VISCOSITY CALCULUS 2.29% 98.33%

7 OTHERS 1,67% 100%
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Figure 4. Pareto Chart used during the time consiompnalysis for 4 grids.



The results indicate that the first step to imprtwe code time processing is the implementatio®mdnMP in Part
1 section. According to Figure 5, tt@@penMP implementation represented an important speednuthé original
computational fluid dynamic code. Based on the Ifdization of the most costly program segment, €RU time
exhibited significantly reductions both in dynanaied static allocations. The average reduction eeseat Figure 5 is
approximately 2.45 times for static allocation w@penMP and 2.68 times for dynamic allocation witipenMP. The
best improvement is reported employing the gridfigomation 8, which presents a speed up of 3.0®dimsing static
allocation and 3.24 times for dynamic allocationttbcomparing withouDpenMP implementation. For the present
computational code, there is a better memory mdatipm when theOpenMP and static allocation are employed
together. When the best and the worst situatiorcandronted, static allocation witBpenMP and dynamic allocation
without parallel implementation, respectively, tddference in performance are approximated 3.76e$imThis
emphasizes the importance of optimizations realizétle present code, mainly when turbulent flones simulated.
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Figure 5. A comparative between a mono-processiag @nd parallel-processing with 2 dual-core premesfor static
allocation and dynamic allocation

Afterwards, theDpenMP is implemented in the four sections that requestenCPU time. According to Table 2, the
parts 1, 2, 3 and 4 of the algorithm are parakelizAs the better situation observed in the previaoalyses is the
utilization of static allocation an®@penMP, tests using this configuration are realized. Usihgrocessors, the
maximum utilization of the code in the cluster éstricted to 400 %. Despite the results do notgmean important
addition in the CPU time performance, this newatitin allows a better utilization of the computatb resources,
reducing substantially the elapsed time (real-totoek) of the simulations and almost exhausting itherovements
provide by theOpenMP implementation. Thus, it is observed the increasihthe average CPU utilization from 316%
to 395%.

4.2. Flow motion over a bluff body

In this section, the flow motion over a non-aeraayic obstacle is analyzed aiming future wind engjimgy
applications. The numerical simulation drawbaclerternal wind flows over micrositing is relatedtte large CPU
time required when LES turbulence modelling is usHous, simulations over bluff bodies have beennaportant
alternative to improve the phenomenon understanaimgvalidate the codes which are developed.

In this work, an initial study about the velocitghavior in the vicinity of the 2D square cross-ggcts evaluated.
This analysis was developed using a moderate Reégrmaimber of 3000 and a uniform mesh design. Tied¢cking
grid implementation has been also studied, onceuttiloerm one demands a great number of elementsiramdase
greatly the CPU time spent. Among the grids obskrveTable 1, the configuration 8 is which presedntke best
relationship with the physical behavior. In Figéea non-dimensional velocity/U,,) near the bluff body is observed
for 0.24 seconds of simulation. The phenomena limdhallow identify trailing vortices in the obsta downstream
and velocity variations during the domain. Thus, khowledge of these effects may aid the wind farajects.

In Figure 7, it is shown results at 3 differentmeiin the obstacle neighborhood. Figure 7(a) st the time-
and spanwise-averaged streamwise velocity obtdiyed vertical investigation starting from the sgquaenter and
following the positivey- direction. The same process is executed for thares 7(b) and 7(c), which are respectively
analyzed in the bluff body corner, @i5and in a distance of 1dbfrom the obstacle center.
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Figure 6. Non-dimensional velocity near the bluitlly for 0.24 seconds of simulation.
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Figure 7. Time- and spanwise-averaged streamwiseityeprofiles in the bluff body vicinity at (2= 0;
(b)x=05dand (c)x=1.54d.

The profiles shown in Figures 7(a) and 7(b) preggud similarity with the results stated by Sohan{@006).
Effects like the boundary layer separation are wapt with accuracy near the obstacle walls, adbeaobserved. In the
region located at bluff body downstream, Figure){ the results indicate a slight deviation froragh observed by the
above author. This behavior can be attributed ¢ostmplification employed in this work: the two-dimsional domain
utilization. According to the same author, 2D résdbr mean drag are in reasonable agreement wjbleraments,
although other gquantities fd®e > 200 are in contrast with experimental data and 3D tss@ther factor that may
influence the flow near the obstacle is the turbcée modeling chosen. According to Sohankar (206@ndard
Smagorinsky model has the drawback to be incapattiegking into account the length scales reductiear the solid
walls and other anisotropic flows. Others disadages, which Murakami (1997) ratified in his worke ¢hat the above

model presents characteristics absolutely dissipatnd its proportionality coefficient ¢ which is a constant in all
over the domain, must be adequately adjusted falyaimg the flowfield.

5. CONCLUSIONS

The Large Eddy Simulation has been figured an itgmbrapproach in the wind engineering applicatibimswvever,
until the present moment, this methodology applicats almost restricted to classical cases whiemtmesh sizes
lesser than those needed in a micrositing velagitgstigation.

In this way, it is extremely necessary that redunebe processing time being evaluated in ordeguarantee that
practicable CPU times could be reached in wind pomemerical analyses. Thus, due to the fast CPUvee



advances observed in the last years and the alatldhniques of parallelization lik@penMP andMPI, the numerical
simulation will gleam favorable trends and becomeénaportant computational tool in the wind speeddpction. The
results obtained in this work reveal that the impdatation ofOpenMP directive can improve substantially the
algorithm performance. In the future works, in arttecontinue the time reduction process, new paraiethods will
be tested. In the flow characterization, a threeedisional domain and stretching grid configuratisiisbe performed
to acquire more refined results.

Problems related to the Smagorinsky turbulence Moty be overcame by the dynamic model utilization.
Developed by Germano et al (1991), this model uaseproportionally factor which is evaluated duriniget
computational process. Despite this model incréaseCPU time required, simulations based on theadyo concept
have been presented better results in wind engingeapplications when compared with the standardehosed in this
study.
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