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Resumo. Diversas técnicas vém sendo propostas e implementadas para resolver o problema da
navegag¢do autonoma de Robos Moveis em ambientes controlados. Sistemas de visdo artificial, em
conjunto com outros sensores sdo ferramentas poderosas, as quais fornecem informagoes
detalhadas do meio em que o Robo esta se movimentando e podem ser utilizados para fornecer
dados de controle ao sistema de navegagcdo. A principal limita¢do de tais sistemas é a
complexidade computacional para trabalhar com estas informag¢oes em tempo real. Sistemas de
Visdo Omnidirecional, no entanto, apresentam-se como sistemas apropriados as tarefas de tomada
de decisdo em tempo real, provendo informagoes a respeito do ambiente de trabalho do robo com
uma vista em 360° do mesmo. O fator limitante para o uso de tais sistemas em pequenos veiculos é
o alto custo das cdmeras e do espelho convexo utilizados. O presente artigo apresenta uma
alternativa para superar tal limitagdo, utilizando uma cdmera de baixo custo (WebCam) e um
espelho construido em metal polido (espelho conico), sob uma Plataforma LINUX, garantindo a
portabilidade da solu¢do em um ambiente de codigo aberto. O sistema proposto vem sendo
implementado na Plataforma de Robé Movel Autonomo do Laboratorio de Automagdo e
Computacdao Evolutiva — LACE, do Departamento de Ciéncias de Computagdo e Estatistica da
UNESP de Sdo José do Rio Preto.

Palavras-chave: Robbés Moveis Autbnomos, Omini-Vision, Redes Neurais Artificiais,
Visdo de Robés.
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INTRODUCAO

Para realizar a exploragdo em um determinado ambiente, ¢ mais seguro para um Robd
Movel poder retornar através do mesmo caminho de exploracdo no qual ele originalmente trafegou.
Durante seu percurso, ele pode realizar as tarefas de coleta de informagdes necessarias em sua tarefa
exploratdria. Diferentes sensores, tais como lasers, sonares ou sensores de proximidade podem ser
utilizados para prover informagdes ao Robd que permitam ao mesmo se auto-localizar em relagdo
ao ambiente. A varredura de uma grande area do ambiente com uma camera pode ser realizada
através de duas abordagens: utilizando uma camera do tipo pan-tilt ou utilizando uma superficie
omnidirecional de reflexdo (FRANZ, 1998; WAXMAN et al., 1987; YAGI et al., 1995; YAGI et
al., 1998; LIN et al., 1998). Em uma imagem omnidirecional, a vantagem de capturar uma grande
area em um Unico instantdneo ¢ contrabalanceada por distor¢des geométricas introduzidas através
da projecdo omnidirecional. Em fun¢do destas caracteristicas, um sistema de visdo omnidirecional
normalmente ndo ¢ empregado para o reconhecimento de objetos e sim para capturar informacdes
do meio, as quais estdo relacionadas as imagens obtidas.

Para a navegacdo de Robos Moveis, varias tarefas especificas sdo essenciais. O robd deve
ser capaz de sensorear seu ambiente e construir uma representacdo local que seja suficiente em
detalhes e precisdo para permitir a0 mesmo a escolha de caminhos de movimentagdo. O robd deve
também ser capaz de se localizar, ou seja, de determinar sua posicao e orientagdo no ambiente ¢
mapear esta informacdo em sua representa¢do local e de sua vizinhanga. O rob6 pode entdo se
movimentar rumo as suas posi¢des metas, detectando e evitando obstaculos estaciondrios e moveis
(BARTH & BARROWS, 2003). Uma camera tradicional, alinhada com o eixo de deslocamento
ndo ¢ suficiente para a navegagdo de veiculos com capacidade de deslocamento em diversas
direcdes e de construgdo de representacdes locais e de localizacao dentro do ambiente. Para tais
tarefas, o uso de um sensor que produza imagens panoramicas, ou seja, imagens de 360° do
ambiente simplifica a tarefa de navegacdo e proporciona informagdes mais precisas para o controle
do veiculo (YAGI et al., 2003, ISHIGURO et al., 2003; MATSUMOTO et al., 2003). O uso de tais
sistemas, empregando visdo omnidirecional, em veiculos autobnomos (robds autdnomos) vem sendo
proposto mas sdo poucas as plataformas implementadas no Brasil. Este trabalho contempla um
sistema deste tipo e podera, apds concluida sua implementagdo, proporcionar uma plataforma de
testes para novas abordagens e implementagdes nesta area.

2. DESCRIGAO DO SISTEMA

O Sistema de Navegacao descrito no presente trabalho, baseado em visdo omnidirecional,
foi implementado em uma Plataforma de robé mdvel autonomo, do Laboratorio de Automacao e
Computacao Evolutiva - LACE — do Departamento de Ciéncias de Computagdo e Estatistica -
DCCE - IBILCE — UNESP. Este veiculo tem como controlador de bordo um Microcomputador
IBM PC 486 com Sistema Operacional LINUX, o qual, via Radio Modem, conecta-se a um
Microcomputador Gerente, como mostrado na F1g. (1), a seguir.
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Figura 1. Plataforma de Robd Auténomo do LACE — DCCE — IBILCE — UNESP.



Na Fig. (2), a seguir, sdo mostrados detalhes da implementacdo do veiculo.

Figura 2. Foto da Plataforma de Veiculo Auténomo do LACE.

Baseado nesta Plataforma, foi desenvolvido um sistema que, utilizando visdo
omnidirecional, fornece comandos para a navegacdo autonoma do veiculo. Este sistema ¢ composto
por diversos modulos, como mostrado na Fig. (3), a seguir: Mddulo de Visdo Omnidirecional,
Modulo de Pré-Processamento, Mddulo de Classificacdo e Mddulo de Correcao de Trajetoria. A
imagem formada no Modulo de Visdo Omnidirecional ¢ enviada ao Moédulo de Pré-Processamento,
onde ¢ distorcida e simplificada (comprimida). Apds o pré-processamento, a imagem resultante ¢
entregue a0 Mddulo de Classificacdo, onde uma Rede Neural classifica os dados recebidos. De
posse dos dados obtidos da Rede Neural, o Mddulo de Corregdo de Trajetoria atua no Controlador
do Veiculo, permitindo alteragdes da trajetéria para a navegagdo seguindo um caminho pré-
estabelecido. O Sistema de Navegagdo atua em conjunto com o Mddulo de Controle do Veiculo
(que opera baseado em uma colecdo de sensores), fornecendo dados que poderdo ou ndo ser
utilizados para a navegagdo. Esta estratégia aponta para uma Plataforma de Controle Colaborativo,
a qual devera ser contemplada futuramente. A seguir, serdo detalhados os Moédulos do projeto.
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Figura 3. Sistema de Visdo Omnidirecional para Robd Autonomo.



2.1 Modulo de Visao Omnidirecional

O Modulo de Visao Omnidirecional utiliza uma Camera de baixo custo (WebCam) e um
espelho conico, como mostrado Fig. (4), a seguir.
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Figura 4. Modulo de Visao Omnidirecional.

O uso do espelho conico traz algumas vantagens em relagdo a outros espelhos com
curvaturas radiais (LIN & BAJCSY, 2001). Os espelhos com se¢do transversal curva produzem
distor¢des radiais, as quais sdo proporcionais ao raio de curvatura do espelho. Como o espelho
conico tem curvatura radial zero, estas distor¢des sdo evitadas. Espelhos com secdo transversal
curva realcam os objetos refletidos no centro do espelho, tipicamente a cimera ou o robd, os quais
sdo de pouco interesse para a tarefa de controle (navega¢do). Além disso, comprimem a imagem
relativa ao horizonte, reduzindo a resolug¢ao espacial justamente na area em que ha maior interesse.
O espelho conico representa espelhos planos na secdo transversal, os quais ndo distorcem a
resolugdo da imagem na regido de interesse. A Fig. (5), a seguir, mostra a geometria de um espelho
conico. A camera, com um campo de visao ¢ ¢ refletida em dois espelhos planares, criando dois
pontos de vista efetivos. Cada ponto de vista tem um campo de visdo ¢/2 entre seu raio de projecao
central e o raio extremo. O angulo do cone ¢ de 90 graus para garantir que as duas linhas efetivas
de visdo (raios centrais 1 e 2) estdo orientados diretamente orientados, um em relagdo ao outro. R ¢
o raio da base do espelho (SPACEK, 2003).
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Figura 5. Geometria de um Espelho Conico (SPACEK, 2003).



Com a camera posicionada a uma distancia d do espelho, que tem raio e altura R e angulo
interno de 90 graus, o valor maximo de seu campo de visdo ¢ dado por:

— D)k
d,.x = 2 *arctan

R+d @

A Fig. (6), a seguir, mostra a projecao em perspectiva do espelho conico. Nesta figura, d ¢ o
raio dos locais associados aos pontos de vista efetivos da cdmera e d+v representa o raio de
projecdo de um cilindro virtual associado a camera. Utilizando coordenadas polares (r;,0) para
representar as posicoes da imagem e as coordenadas cilindricas associadas (r, 0,h) para representar
a cena em 3D, tem-se a seguinte relagao:

v.h e = d.h
d+r

h = (2)

od+r

Estes parametros serdo utilizados pelo Modulo de Pré-Processamento para a geracao da
imagem a ser reconhecida pelo Mddulo de Classificagao.
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Figura 6. Projecdo em um espelho conico.
2.2 Mdédulo de Pré-Processamento

A funcao deste modulo € corrigir a imagem obtida do Modulo de Visao Omnidirecional,
convertendo-a em um padrao sem distor¢des e realizar seu pré-processamento, através do uso de um
algoritmo de deteccdo de borda. A corre¢do das coordenadas polares da imagem de entrada
(capturada pelo Modulo de Visdo Omnidirecional) para as coordenadas x,y da imagem retangular
panoramica (pretendida) ¢ dada por:

x=lmg y :y—’".hl. (3)
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onde (x,,vn) sdo as dimensdes desejadas da imagem corrigida, 7, ¢ o raio do espelho visto na
imagem de entrada e 6; ¢ medido em radianos. Sera implementado um algoritmo para realizar este
mapeamento, da imagem original para a imagem corrigida, o qual utilizard a Transformada Discreta
de Cosseno (DCT). Seu uso ¢ necessario em fungdo de melhor desempenho na funcao de
interpolacdo dos pixels das imagens citadas (SPACEK, 2003). A imagem obtida através do
algoritmo de correcdo (utilizando DCT) ¢ pré-processada, através do uso de um algoritmo de
Deteccdo de Borda. A Fig. (7), a seguir, mostra o funcionamento do Mddulo o qual possui: um
processo pai, responsavel por iniciar os demais threads e exibir as imagens, um segundo processo
responsavel pela captura dos quadros que sdo armazenados em dois buffers disponiveis na camera e
um terceiro processo, responsavel pelo processamento da imagem, composto por um thread para
cada buffer. A aquisigdo ¢ realizada através da API de video LINUX que a disponibiliza no espaco
de memoria da aplicagdo no formato YUV4:2:0 planar. O tamanho da imagem utilizado ¢ 0 maximo
disponivel para essa cdmera (640x480).
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Figura 7. Modulo de Pré-Processamento.

2.3 Modulo de Classificacao

No Modulo de Classificagdo, as imagens geradas pelo Modulo de Pré-Processamento sdao
classificadas, resultando em saidas representativas do ambiente em que o veiculo esta se
deslocando. Para realizar esta tarefa, a Rede Neural foi treinada com imagens de pontos conhecidos
do ambiente (marcos). O modelo de Rede Neural utilizado foi o GSN (TRONCO, 1999). A Fig. (8),
a seguir, mostra esquematicamente o Modulo.
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Figura 8. Modulo de Classificacao.

A saida da Rede Neural representa o ponto (marco) do ambiente em que o veiculo se
encontra em um dado instante.

2.4 M6dulo de Correcao da Trajetoria
O Moddulo de correcdo de trajetoria gera informagdes, a partir da saida gerada pela Rede
Neural, as quais sdo utilizadas pelo controlador de bordo do veiculo para definicdo das agdes de



controle necessarias para que o mesmo se desloque segundo uma trajetoria previamente definida
(missdo definida para o veiculo). O objetivo do Mddulo ¢ estimar o desvio do veiculo, a partir das
informagdes recebidas do Modulo de Classificacdo, e alterar sua trajetoria para que sua meta seja
alcangada com sucesso, ou seja, para que 0 mesmo possa seguir um caminho previamente
estabelecido e atingir seu ponto final (destino).

A navegacdo do robd movel, utilizando o Sistema de Visdo Omnidirecional, é realizada
através do uso de mapas. Um mapa ¢ formado por uma seqiiéncia de pontos conhecidos do
ambiente, associados a imagens obtidas através do sistema de omnivision. No presente projeto, as
imagens relativas a pontos conhecidos do ambiente de trabalho do robd sdo apresentadas a Rede
Neural, para treinamento. A Rede Neural € treinada para reconhecer pontos chaves do ambiente. O
Modulo de Correcdo de Trajetéria armazena as imagens dos pontos conhecidos pela Rede Neural e
as respectivas acdes de controle necessarias para alcancar seus vizinhos. Uma vez definido um
ponto de origem ¢ um ponto de destino, o Modulo gera a seqiiéncia de Imagens (omni-view
sequence) apropriada para a missdo definida. A localizag@o inicial do robd ¢ realizada através da
captura de uma imagem, via Modulo de Pré-Processamento, e processamento pela Rede Neural.
Uma vez definida posi¢do inicial, o rob6 desloca-se baseado nas ag¢des de controle geradas pelo
Modulo de Correcdo de Trajetoria. A implementacdo da geracdo da seqiiéncia de imagens e das
acdes de controle associadas foi baseada no trabalho de Matsumoto (MATSUMOTO et al., 2003).A
Fig. (9), a seguir, ilustra o processo de navegagao.
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Figura 9 — Modelo de Navegacao: a) Trajetoria definida; b) Mapa do ambiente e defini¢cdo dos
pontos chave; c¢) Seqiiéncia de imagens gerada e acdes de controle associadas.

3. RESULTADOS EXPERIMENTAIS

As Fig. (10), (11) e (12) , a seguir, ilustram resultados experimentais obtidos na
implementag¢do do sistema proposto.



Figura 10. Imagem capturada pelo sistema Omni-Vision.

Figura 11 Imagem gerada em um ambiente externo (apds pré-processamento) com alguns objetos
ao redor da camera (parte superior) e Contornos gerados pela deteccao de borda (parte inferior).

Figura 12. Imagem gerada em um ambiente interno (apds pré-processamento), com destaque para a
presenca de uma porta (parte superior direita) e Contornos gerados pela detec¢do de borda (parte
inferior).

3. CONCLUSOES

Foi descrito um sistema de visdo omnidirecional, implementado através de uma WebCam e
um espelho conico, o qual gera imagens panoramicas do ambiente de trabalho de um robé movel
auténomo. Estas imagens sdo pré-processadas e classificadas através de uma rede neural artificial, a
qual gera informag¢des para um Modulo de Corregdo de Trajetoria, que efetivamente atua no robd,
permitindo sua navega¢do. A Rede Neural foi treinada com imagens representativas do ambiente. O
sistema ¢ capaz de se auto-localizar e de seguir um caminho pré-definido. Testes realizados em
tarefas de navegacao indoor demonstram a viabilidade do sistema implementado.



4. AGRADECIMENTOS

Os autores agradecem a FUNDUNESP, pelo apoio financeiro de parte dos moddulos
desenvolvidos e a MANET, pelo trabalho colaborativo proporcionado.

5. REFERENCIAS

BARTH, J. M.; BARROWS, C. Rapid Omnidirectional vision acquisition using an intelligent linear
scanning technique. Machine Vision and Applications, 14, pages 85-93, 2003.

LIN, S.; BAJCSY, R. The single view point cone mirror omni-directional catadioptric system.
ICCV01, volume 2, pages 102-107.

SPACEK, L. Omnidirectional Catadioptric Vision Sensor with Conical Mirrors. Journal of
Robotics & Autonomous System, November, 2003.

TRONCO, M. L. Sistema de Reconhecimento de Imagens baseado no modelo GSN de Rede
Neural. Tese de Doutorado. EESC — USP, 1999.

MATSUMOTO, Y.; INABA, M.; INOUE, H. View-based navigation using an omniview sequence
in a corridor environment. Machine Vision and Applications, 14, pages 121-128, 2003.

ISHIGURO, H.; NG, K. C.; CAPELLA, R.; TRIVEDI, M. M. Omnidirectional image-based
modeling: three approaches to approximated plenoptic representations. Machine Vision and
Applications, 14, pages 94-102, 2003.

YAGI, Y.; NISHI, W.; BENSON, N.; YACHIDA, M. Rolling and swaying motion estimation for a
mobile robot by using omnidirectional optical flows. Machine Vision and Applications, 14,
pages 112-120, 2003.

FRANZ, M. O. Learning view graphs for robot navigation. Autonomous Robots, 5, 111-125, 1998.

WAXMAN, A. M.; LeMOIGNE, J. J; SRINVASAN, B. A visual navigation system for
autonomous land vehicles. /EEE Journal on Robotics and Automation, 3(2), pages 124-141,
1987.

YAGI, Y. N.; NISHIZAWA, Y./ YACHIDA, M. Map based navigation for a mobile robot with
omnidirectional image sensor COPIS. IEEE Transactions on Robotics and Automation, 11,
1995.

YAGI, Y.; FUIIMURA, S.; YACIDA, M. Route representation for mobile robot navigation by
omnidirectional route panorama Fourier transform. Proceedings of IEEE International
Conference on Robotics & Automation, Belgium, 1998.

LIN, L.; HANCOCK, T.; JUDD, J. J. A robust landmark-based system for vehicle location using
low-bandwidth vision. Robotics and Autonomous Systems 25, pages 19-32, 1998.

NAVIGATION OF INDUSTRIAL MOBILE ROBOTS USING OMNIVISION

Mario Luiz Tronco

Sao Paulo State University — Department of Computer and Statistics Sciences

R. Cristovao Colombo, 2265 — Jd Nazareth - CEP 15054 — 000 — Sao José do Rio Preto - SP
Email: mariot@dcce.ibilce.unesp.br

Arthur José Vieira Porto

Sao Paulo University — School of Engineering of Sao Carlos - Mechanical Engineering Department
Av. Trabalhador Sao-Carlense, 400 — Centro — CEP 13566-590 — Sao Carlos - SP

Email: ajvporto@sc.usp.br



mailto:mariot@dcce.ibilce.unesp.br
mailto:ajvporto@sc.usp.br

Felipe Alves Cavani

Sao Paulo State University — Department of Computer and Statistics Sciences

R. Cristovao Colombo, 2265 — Jd Nazareth - CEP 15054 — 000 — Sao José do Rio Preto - SP
Email: fcavani@dcce.ibilce.unesp.br

Abstract There are several techniques to implement the Navigation of autonomous Mobile Robots
in controlled environments. Artificial Vision Systems are powerful tools, which provide detailed
information about the environment where the Robot is moving and can be used to supply control
actions to the navigation system. The main limitation of such systems is the computational
complexity to work with these information in real time. Systems of Omnidirecional Vision, however,
are presented as appropriate to real time decision suystems, providing information about the work
environment with 360° panoramic images. The limitante factor in using such systems in small
vehicles is the high cost of cameras and convex mirror. This work presents an alternative

implementation, using a low cost camera (WebCam) and a mirror constructed in polishing metal
(conical mirror), under a LINUX Platform.

Keywords. : Autonomous Mobile Robots, Omini-Vision, Artificial Neural Networks, Robot Vision..
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