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Resumo. Este trabalho mostra um manipulador robético executando uma tarefa de “ pick and
place” auxiliado por um sistema de visdo. Um aparato experimental foi montado, composto por um
manipulador robdtico didatico "Lynxmotion" de quatro graus de liberdade e uma "web cam'. O
espaco de trabalho do rob6 foi mapeado usando uma "look up table" (LUT), para minimizar os
erros de posicdo do manipulador. A idéia principal € que o robd deve estar apto a apanhar, por
exemplo, um parafuso, em qualquer ponto de seu espaco de trabalho com o auxilio do sistema de
visdo. No espaco de trabalho h4 um recipiente que fica em uma posi¢ao conhecida e um parafuso
que pode ser colocado em qualquer lugar. Inicialmente, o sistema de visdo adquire a cena da
imagem do espaco de trabalho e localiza o centro de gravidade do parafuso. Com esta informacéo,
0 rob6 apanha o parafuso e o coloca no recipiente. Para diminuir o custo experimental do sistema
usou-se, uma "web cam" conectada a uma porta "USB" (Universal Serial Bus) do computador. Um
programa de computador, em linguagem C** foi desenvolvido para adquirir e tratar asimagens da
cena e controlar o rob6. O programa implementa os algoritmos de processamento de imagem e a
cinematica direta do robd. A precisao e repetibilidade sdo discutidas e os resultados mostram que
os algoritmos de controle do robd e processamento de imagens trabalham muito bem.

Palavras-chave: Robética, Sstema de visao e Processamento de Imagem.
1. INTRODUCAO

O processamento de imagens é um campo que cresceu rgpido nos Ultimos anos. As imagens so
usadas em diversas &eas como geografia onde a maioria das imagens vem de sadites e avibes e
estuda problemas urbanos relacionados a ocupagd humana, em robdtica com reconhecimento de
padrdes, na arqueologia, tratando brilho e contraste de imagens para a melhoria de imagens antigas.
Na literatura, encontram-se trabalhos como o de Kabayama, A M. e Trabasso L. G. (2002), que
descreve trés técnicas diferentes de visdo computacional no clculo de medidas em trés dimensdes
onde o software MATLAB foi usado para implementar os agoritmos de visio computaciond.



Motta e McMaster (2002), apresentam um sistema de medida para fazer a caibracéo locd de
um sistema de visio e mehorar a precisdo no posicionamento de robds, Rillo, A. H. R. C. (1996)
discute a visdo computaciond, usando um Sstema que inclui percepcdo visud e um manipulador
robético. Stemmer, M. R. e Neto, C. A. M. (1998) mostram um sistema de reconhecimento de
imagem que usa descritores de Fourier e redes neurais para classficar os objetos. Brown (1998)
mostra o controle de uma poca de soldagem, onde a geometria da peca de soldagem é nedida
usando-se um sSstema de visdo.

Egte trabaho utiliza uma configuracdo experimenta composta por um web cam, com 320" 240
de resolucdo espacid e 256 niveis cinzas e um kit manipulador de robd didatico “Lynxmotion 5
Robotic Arm” (Figura 1). Seu proposito € executar uma tarefa de pick and place onde o
manipulador robdtico é auxiliado por um sistema de visdo. A cena da camera € 0 espaco de trabalho
do robb. Dessa forma, o manipulador pode "ver" seu espago de trabaho usando técnicas de
Processamento de Imagem. A cena € adquirida repetidamente e uma subtracdo entre duas imagens
consecutivas € feita a fim de se descobrir se fouve movimento na cena. Quaquer objeto colocado
na cena, passa a ser a Unica imagem, resultado da subtracdo de imagens. Assm o limiar da imagem
resultante € caculado e uma imagem bin&izada é obtida O centrGide da imagem binarizada é
cdculado, obtendo-se assm o ponto aonde se encontra 0 objeto na cena. A cinemética direta do
manipulador € utilizada para transformar este ponto para 0 espaco das juntas do manipulador. Uma
vez feita eda transformacdo, o manipulador robdtico, montado em uma configuracdo de trés graus
de liberdade, gpanha a peca e a coloca em um recipiente. Algoritmos para cdculo do limiar e
cinemética direta do robd sfo discutidos. A correta iluminacdo da cena, e problemas causados pela
iluminacdo também sfo discutidos. O programa, deservolvido em linguagem C++ | trabdha muito
bem e ilustra como as éreas (Robdtica e Processamento de Imagens) podem trabal har juntas.

Figura 1 - Manipulador robdtico didatico Lynx 5
2. O APARATO EXPERIMENTAL

A configuracdo experimenta (Figura2) € composta por uma web cam com resolucéo espacia de
320" 240 pixels e 256 niveis cinzas e um kit robdtico didético Lynx 5 Robotic Arm. Um programa de
computador, em linguagem Visud C++ da Microsoft foi desenvolvido para controlar o rob6 e para
adquirir e tratar as imagens. A web cam esta ligada a0 PC usando uma conexéo USB (Universa
Serid Bus) e o manipulador robdtico € conectado ao PC através de uma porta serial RS-232.



Figura2 - Prot6tipo desenvolvido para o sstemade visdo robdtica
3.OKIT DIDATICO LINX 5 ROBOTIC ARM

O kit didatico Linx 5 é comercidizado pela Lynxmotion Inc., possui 4 graus de liberdade,
compostos por quatro juntas revolutas mais a garra. Seus atuadores sd0 servo-motores. Neste
trabalho, com o intuito de smplificagdo, foram usados trés graus de liberdade revolutos mais o
movimento da garra. O quato angulo foi fixado condante e igua a 40 graus. Desenvolveu-se a
cinemédtica direta do manipulador, com o objetivo de se transformar as coordenadas do espaco de
trabalho do manipulador em coordenadas nos espacos das juntas.

A configuracd do manipulador € smples e os padmetros de Denavit-Hartenberg para esta
configuracdo sfo descritos natabela 1.

Tabela 1. Parametros de Denavit-Hartenberg
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Uma vez descritos tais parmetros, as expressdes que compde a cineméica direta do
manipulador foram obtidas aravés da multiplicacdo das matrizes de transformacéo homogéness e
S80 descritas a seguir.

x=5.08cos(-q, +q, +q, - d,) +5.08cos@, +q, +q, - q,) +5.08cos(, +q, - d,) +5.08cosQ, +qd, - d) @
y=5.08sin(q, +q, +q, +q,) +5.08sin(-q, +q, +q, - q,) +5.08sin(q, +q, +q,) +5.08sin(q, +q, - q,) 2
z=10.16sin(q, +q,) + 7.62 + 10.16sin(@,) )]

Através da cinemética direta do manipulador, gerou-se uma Look Up Table (LUT) de forma que
0s correspondentes valores dos angulos i1, g2 € gz fossem obtidos, a partir das coordenadas
cartesianas, sem a necessidade do célculo da cinemética inversa do manipulador.

4. 0 PROGRAMA DESENVOLVIDO

O programa desenvolvido, ao ser iniciado, adquiri imagens da cena, afim de separar 0 fundo da
cena dos objetos que a compde. Seus passos S0 ilustrados no fluxograma da Figura 3. Em um



passo seguinte, ocorre 0 processamento das imagens adquiridas. Esta parte € responsavel pelo
processamento da imagem e por obter a posicdo do objeto remanescente na cena em coordenadas
catesanas e por disponibilizar esta informacéo para 0 médulo do programa que trata do controle do
manipulador. A rotina do programa de controle do manipulador € responsavel pela coleta das
coordenadas cartesanas e pea movimentagdo do manipulador fiScamente para esta posGao.
Também fica contida nesta parte a rotina de programacéo do robd, para que ele pegue o objeto
(fechar agarra), e retornar aposico inicid, onde ficara aguardando um proximo evento.
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Figura 3 - Fluxograma do programa desenvolvido



41. O Sistema deVisao

O dd¢ema de visio utilizado neste trabaho é composto por uma web cam, responsavel pela
captura das imagens. Este tipo de camera possui baixo custo e prescindi de uma placa de captura de
imagens (frame grabber), smplificando ainda mais seu uso. Sua comunicagdo com o computador é
feita usando-se uma porta USB e a quaidade das imagens adquiridas, foi satisfatéria para o trabaho
em questéo. Para o interfaceamento entre a “web cam” e o computador, foram usadas rotinas da
biblioteca “Direct Show” da Microsoft©.

O programa tem como entrada as imagens adquiridas pela web cam. Inicidmente, sdo
amazenadas duas imagens da cena (imagembmp e fundobmp), que seréo utilizadas
pogteriormente. As imagens seguintes sio adquiridas e binarizadas aravés do cdculo do limiar da
imagem, para que se possa cadcular a posicdo cartesana do centroide do objeto remanescente na
cena
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Figura4 — Sstema de visio

Na subtracdo das imagens sdo consderados os vaores “pixe” a “pixd”, tendo-se como
resultado a imagem do objeto, que € colocado na aea de trabalho do sstema de visdo ja com 256
tons de cinza. Em seguida é feito o cdculo do limiar da imagem e sua pogerior binarizacdo, onde
cada pixel da mesma terd somente vaores O (zero) ou 255. Apés cdculo do limiar, é feito o cculo
de sua &rea e da centréide em coordenadas cartesanas. Os vaores das coordenadas cartesanas sf0
entéo enviados para a rotina do programa responsdvel por movimentar 0 manipulador robdtico até a

posi ¢80 desgjada.
4.2. Movimentacédo do Manipulador Robdético

O processo do recebimento das coordenadas X,Y da imagem e transformadas nas coordenadas
X,Y do robd, ou sgja, para onde o robd ird se deslocar para pegar o objeto e capturélo, levando-o
para a posicdo desgada. As coordenadas dos pontos do robd foram obtidas pea aplicacdo da
cinemética direta, onde pode-se obter a regido de trabaho do robd chamada de “look up table’. As
coordenadas X,Y do rob6 sfo convertidas em angulos para servomotores, que na redidade séo
valores que para cada servomotor varia de 0 a 255, onde cada vaor vae aproximadamente 0,36
graus conforme descrito anteriormente. A posicdo dos angulos dos servo-motores serd enviada para



a porta serid do microcomputador que se comunica com 0 microprocessador do robd, o “mini-
SSC’. Ocorre entdo a transformacdo da posicdo dos angulos do robd para “PWM” (modulacdo de
largura de pulso), onde os pulsos controlados a uma determinada tensdo sfo enviados para 0s

servomotores do robd possibilitando-o se dedocar para a posicdo desgjada. A Figura 5 ilustra este
Processo.
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Figura5 — Movimentacdo do Manipulador Robdtico

4.3. Visualizacéo Gréafica do Programa Desenvolvido

A seguir a visudizacdo gréfica do programa, bem como a explicacdo de cada parte do mesmo.
Como o programa foi condruido com a linguagem visud C*, fezse uma inteface gréfica
(ilustrada na Figura 6) que permite a0 usuario, além de colocar objetos para serem capturados pelo
manipulador, poder fazer passo a passo as operacdes de captura de imagem, o caculo do centréide,
bem como amovimentagéo livre do robd pelo controle individua dos seus servomotores.
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Figura6 - Visudizacéo gréficadatelado programa.

Numerou-se de 1 a 17 as principais partes do programa, onde descreveuse cada uma delas, e em
seguida redlizou-se uma smulagdo sequencid do funcionamento do programa, com um exemplo
que serd dado a seguir.

1
2.

3.

Imagem em tempo red: é a cena que esta sendo vista pela camera.

Imagem capturada: € a imagem da figura a qua se desga achar 0 centro de massa em
coordenadas cartesianas.

Imagem de fundo: € a imagem que edd no campo de acdo visual antes do objeto ser
colocado na cena.

Tela em Branco: mostra as coordenadas da tela em pixels, em mm e as coordenadas do robd
emmm.

Servomotores: estatela mostra o controle manua dos cinco servomotores.

Cdibracdo: este botéo é utilizado para cdibracido do sstema estabelecendo uma relagéo
entre os sistemas de coordenadas datelae o Sstemared.

Cdcula Centréide: este botdo quando pressionado pelo usuario aciona o codigo do programa
gue encontra o valor numérico do centréide.

Capturaimagem: bot&o que serve para capturar aimagem da cena

Captura Fundo: este botéo captura o fundo inicid do sstema, isto quer dizer que mesmo se
for mudado a cor ou o relevo do fundo, o sSistema consegue notar edta diferenca e fazer a

compensagZo.

10. Home: botdo que ao ser pressionado leva o robd a posico inicia de trabaho.
11. “Open_Gripper”: a0 ser pressionado abre totalmente a garra do robd.
12. “Close_Gripper” : a0 ser pressionado fecha totalmente a garra do robd.



13.“Pick_up” : a0 ser pressonado, permite que o robd execute a rotina de pegar a peca na
regido definida pdo ssema de visdo, e colocar a mesma em um cesto conforme a
programacao.

14. “Go”: botdo que ao ser pressionado leva o robd as coordenadas que podem ser definidas pelo
usuério independente do sistema de visdo.

15. X,Y dgema posicéo X ey desenvolvida para colocar os vaores numéricos caculados pelo
bot&o. Cacula centréide em mm.

16. X,Y do robd: poscéo x e y desenvolvida para colocar os valores numéricos do eixo de
coordenadas do robd em mm.

17. “Threshold’: esta barra de rolagem permite o guste manud do limiar.

4.3. Seguiéncia de Operacéo do Programa

Inicidmente, é necessirio fazer a cdibracdo do sSstema, para isso faz-se a conversdo do
sstema de coordenadas, para que 0 programa possa dterar 0 Sstema de coordenadas de “pixels’
para mm. Para iss0 € necessrio seguir os dados de entrada requeridos pelo sstema. No inicio do
procedimento de cdibragdo € necessario limpar a &ea de trabaho. Em seguida, deve-se colocar o
objeto na posicéo inicid do sstema de coordenadas do robd, e clicar “ok” com 0 mouse ou apertar a
tecla “enter” do PC. Entéo o sstema cacula a coordenada X,y do primeiro cdibre utilizado. Este
procedimento se repete quando o cdibre € colocado no extremo do sstema em uma coordenada
conhecida. Com posse dessas duas coordenadas calculadas, 0 sistema calcula a relagéo de pixe para
mm, e consegue reconhecer 0 sistema de coordenada real de atuacéo do robd.
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4.3.1. Capturando almagem no Campo de Visdo da Camera

Ao clicar na tecla captura o fundo sera adquirida a imagem de fundo a ser utilizada no
momento em que a peca € capturada pelo manipulador. Nota-se que foi colocado o cesto de
depdsito onde o robd colocard a peca. Uma vez que o sistema capturou este novo fundo, agora ele
0 “enxergard’ a pega que sera colocada posteriormente, conforme ilustrado na Figura 10.

Quando a pega € introduzida no sistema e o botdo captura imagem é pressionado, conforme
ilustrado na Figura 11.
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4.3.2. Calculando a Centréide da Imagem do Objeto

Ao ser pressionado o botdo calcula centroide, o programa calcula as coordenadas X,Y da
peca, enviando os dados para a memaria do programa, conforme ilustrado na Figura 12.
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Figura12 - Cdcula Centréide

4.3.3. Comando “Pick Up”

Ao ser pressionada tecla pickup, o manipulador retira os dados da posicdo da pega que
estavam na memoria e executa uma rotina que esta em sua programagéo, que € pegar a peca e leva-
la para um lugar aonde sera depositada. ApGs a execucdo da tarefa pelo manipulador, €e retorna a
posicdo de repouso ficando fora do campo visud do sitema de visio, conforme ilustrado nas
Figuras 13 e 14. A Figura 15 ilustra o manipulador depositando a peca no recipiente desg ado.
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Figura 13 - Comando “Pick up Figura 14 - Rob6 Depositando a Peca

ApGs 0 deposito da peca, 0 manipulador retorna & posicdo Home (posicéo inicid), e fica
aguardando o préximo evento.

5. RESULTADOSE CONCLUSOES

O trabalho comegou a ser desenvolvido em linguagem C™ versio 3.1 da Borland, onde se
programou o robd, independente do sstema de visdo. Seria utilizada uma placa de captura de video
(frame grabber) do fabricante “Humusoft” devido a sua utilizacdo em diversos outros trabalhos de
visio robdtica, 0 que possbilitava acesso a um grande materid de pesquisa ja disponivel. Esta
hiptese foi descartada devido a esta placa estar em desuso, e que por trabdhar no sstema
operaciond “DOS’, possui limitagbes de memoria, 0 que poderia prejudicar o funcionamento do
projeto em sua findizacéo.

Foi encontrado como dternativa desenvolver o restante da programacdo em linguagem Visud
C™ versio 6.0 da Microsoft, que com sua linguagem visud suportou a migragio de parte do
programa que ja havia sdo desenvolvido, com agumas pequenas mudangas no seu codigo fonte.
Outra vantagem oferecida por este software é a elaboracdo de um programa de captura de imagens
que dispensaria 0 uso de uma placa especifica de captura, podendo-se utilizar como ssema de
ViSO um web cam ligada & entrada USB do microcomputador, ou também utilizar uma placa de
captura com uma camera e com o “driver” do fabricante.

Outra vantagem deste programa € que permite acessar as imagens aravés das bibliotecas do
Direct Show, que S0 as rotinas utilizadas no programa na captura daimagem.

Verificourse também, que o projeto satisfez a condicdo de um aplicativo de fécil compreenso, e
que 0 usuario nd necessita de conhecimento de programacdo para operar 0 programa devido ao seu
cadter intuitivo. Notase também, que o robd utilizado conseguiu redizar sua tarefa de
manipulacdo do objeto colocado em seu campo de trabadho com eficiéncia, sendo igto dificil de
conseguir quando se trabadha com um robé que utiliza motores “DC’ com maha aberta Mas
observou-se que com a metodologia aplicada ao robd, ele conseguiu efetuar sua tarefa de pegar e
colocar um objeto sem cometer falhas.
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ABSTRACT: This paper shows a robot doing a pick and place task, aided by a vision system. An
experimental set up was assembled, composed by a didactic Lynks Motion four degree of freedom
Robot and a web cam. The robot work space was mapped using a look up table, in order to
minimize position errors. The main idea is that the robot must be able to pick, a bolt for example, in
any place of its workplace, aided by the vision system. On the workplace we have a basket, place in
a known position and a bolt placed anywhere. The vision system acquires the scene image, and
locates the bolt gravity center. With this information, the robot pick the bolt and place it on the
basket. In order to decrease the experimental costs, a web cam connected to a computer USB port
was used. A computer program, in visual C++ language, was developed to acquire and treat the
scene images and to control the robot. The program implements the Image processing algorithms
and the robot direct kinematics. The system accuracy and repeatability are discusses and the results
shown that Robotics and Image Processing algorithms work quite well.

Keywords : Robotics, Vison system, Image Processng.



