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Briefly, the proposed methodology can be described: 
 
• Construction of the computational model to system simulation; 
• Simulations for validation; 
• Construction of response surfaces using artificial neural networks trained with points obtained through Sobol; 
• Optimization utilizing genetic algorithms with the aid of response surfaces. 
 
The methodology proposed is applied and it is presented the results for two case studies, one for the dynamic 

positioning of a vessel modeled with one degree of freedom (longitudinal movement) and another with three degrees of 
freedom (motion in the plane). 
 
2. PID CONTROLLER 
 

A representation of a PID controller can be seen in Fig. 1. The controller is called Proportional-Integral-Derivative 
in function of the application of these 3 operations on the input signal to form the output signal. Usually the control loop 
uses a line of negative feedback to form the error signal, which is the difference between a reference signal (final 
system state) and the sign that indicates the current state. 

 

 
 

Figure 1. PID Controller Diagram 
 

The proportional term KP, or proportional gain, comes through the overall control of the error signal by multiplying 
it. The integral term KI, or integral gain, reduces the steady state error by offsetting low frequency, applying the time 
integration in the error signal. The derivative term KD, or derivative gain, improves the control performance in the 
transitional regime, through compensation for high frequency, applying the time derivative of the error signal (Ang et 
ali. 2005). 

As a practical matter, each has a direct effect on the behavior of the control signal in a stable plant. However, are 
closely related to each other, so only the determination of all parameters simultaneously can achieve satisfactory 
performance conditions. 

The mathematical operation applied can be seen in Eq. 1, and the composition of the error signal in Eq. 2, where r (t) 
is the reference signal and x (t) is the current position signal. 
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There are various techniques for simple tuning of PID controllers, most manufacturers already sells the product 

accompanied by a manual that presents such techniques. However, they usually present performance inefficient and 
often not feasible. 

 
3. OPTIMIZATION 

 
One can define the optimization process as the automatic, systematic and directed search to obtain the best solution 

within the universe of existing solutions (Tancredi, 2008). Often, obtaining the minimum of a function analytically is 
very complicated, impractical or impossible, as is the case of many engineering problems. 
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To solve the optimization problem is defined a parameter space, composed by: 
 
• Design variables: essentially, the parameters of the controller; 
• Objective function: in the PID controller are used the maximum overshoot and the settling time, what characterize 

a multi-objective problem; 
• Constraints: eventually it is possible establish the maximum overshoot as a constraint of the process in a mono-

objective approach. 
 
The recent work (Ye et ali., 2010) describes how the last decade established engineering designs with new  

technological advances, more complex and bold, with high criteria requirements and various limitations, restrictions and 
nonlinearity. The genetic algorithms are very adapted at this scenario and are used in many recent works involving 
optimization in engineering, especially when is not easy to evaluate the gradient of function.  

The genetic algorithm is inspired by the mechanism of natural selection, where in each one of the iteration of the 
process, the algorithm works with a population of potential solutions, called chromosomes, representatives of a 
particular combination of input parameters. From this, then the objective function is calculated and the process of 
natural selection is applied. This procedure permits that the design problem evolves to a consistent and coherent 
optimum solution.   

Genetic algorithms are very versatile and its application is found in many works about tuning of PID controllers 
(Lopez, 2008 and Marangoni et ali. 2010). 

 
4. RESPONSE SURFACE 

 
The response surface technique is widely employed in optimization processes of engineering, where the search 

process uses the fact that the response surface represents the physical processes and models constructed with low 
computational cost. 

In some cases, the use of response surface are the only way viable to the optimization process, especially when 
obtaining the objective function requires the time domain simulation of the system, which often has a high 
computational cost (Bo et al. 2,005). In the traditional approach, it is used a set of points that are used as a pattern to be 
training the response surface to represent the phenomenon. 

The artificial neural networks are widely used as a tool for the construction of the surface, particularly when 
working with nonlinear systems and complex analytic representation. When working with this type of case and 
compared with other techniques, the neural networks has great merit, who, through study and training of the same, is 
able to capture the complex relationship between input and output, saving and storing patterns, allowing output to 
obtain untested values (Hanyum et al., 2009). The technique used is called Multi-Layer Perceptron, using exponential 
functions, reproduces the complex relationships of a neural network, such as our brain, creating relationships between 
inputs and outputs - design variables and objective functions. 

There are several different topologies of neural network configuration with different number of inputs, outputs, and 
intermediate layers. Each topology is best suited for a particular behavior of the mapped function. For example, 
functions and nonlinear chaotic behavior need more hidden layers to be represented faithfully. In Fig. 2 is shown a 
generic configuration with 2 hidden layers and 4 neurons in each layer, where each circle represents a neuron with 
activation function. 

 
 

 
 

Figure 2. Generic Topology for Neural Network 
 
The response surface was constructed using a pre-selected group of points obtained by the technique Sobol (Bratley 

et al., 1988). The technique is part of a group called quasi-random and has a uniform distribution in design space. 
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5. METHODOLOGY 
 
The method comprises the following steps: 
 
• Development of mathematical model - the current approach of the proposed methodology requires modeling the 

system of interest to be controlled. In this paper are presented two cases where the system was modeled using the 
MatLab Simulink tool, that permits the evaluation of the performance attributes of the controller. 

• Tests and simulations - testing and simulations in the time domain models built to verify its operation and 
establish the values obtained at the outputs for a given set of values placed as input; 

• Construction of response surfaces - based in the database of simulations in the time domain obtained in the 
previous step, construct the response surfaces that represent the phenomenon and reduces the number of time domain 
simulation, improving the optimization process speed; 

• Optimization process – with the response surfaces constructed in the previous step, perform the optimization to 
determine the parameters of the controller; 

• Interpretation of results - theoretical verification process and results. In this step is verifies the consistence and 
coherence of the results, including the alimentation of the process with a new response surface creation. 

 
5.1 Case Study:  SPD for a vessel with a degree of freedom 

 
In this section is presented the example the application of the methodology proposed in this article. The theoretical 

and practical aspects for the construction of the model can be found in the bibliography (Tannuri, 2009. Bray, 1998. 
Augustine, 2009). 

The dynamic positioning system (DPS) is the system that controls the ship position in the horizontal plane by means 
of a propulsion active (Bray, 1998). It consists of a complex system with multiple sensors (GPS, sonar, anemometers, 
gyroscopes), actuators (main, azimuth and side thrusters), and a central processor that implements the control algorithm 
and serves as interface to the human operator (Tannuri, 2009). Between the various types of controllers used in DPS, 
the PID controllers are very commonly applied. However the correct tuning for optimal performance is very difficult in 
function of high complexity and non-linearity of the system, especially if are considerate the environment's forces. The 
simplified block diagram of the system considerate is shown in Fig. 3. 

 
 

 
 

Figure 3. Block Diagram - Simplified SPD System 
 

The simulations in time domain are done to a reference signal of 24 m and it was considered a pipe launcher vessel, 
whose constructive characteristics used in analysis are listed in Table 1. 

 
Table 1. Vessel Parameters for a degree of freedom 

 
Parameter Value (Unit) 
Mass M 1.72 * 107 kg 
Length L 22 m 

Additional Mass M11 1.72 x 106 kg 
Damping c11 1.00 * 104 Ns / m 

Maximum Thrust Saturation 8.52*105 N 
 
Each block of Fig. 3 is represented by a differential equation. The propulsion block is represented by Eq. 3, the 

block ship dynamics is represented by Eq. 4 and the filtered position is represented by Eq. 5. All the equations are 
shown in the form of Laplace transform, normally used in control applications. 

 
 ( )  
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The methodology proposes the optimization of performance parameters (Fig. 4), which are in this case, the 2% 

settling time ts and the maximum overshoot Mp. The settling time is measured from the beginning of the reference 
signal until the time when the output signal varies within a range of ± 2% of the reference. The maximum overshoot is 
the ratio between the maximum amplitude of the output and the reference signal. 

 

 
 

Figure 4: Parameters of controller performance 
 
Using a technique for automatic tuning, there was obtained the benchmark parameters for the PID controller: Kp = 

1.3*104, Ti = 4.2 * 104 and Td = 5.7*101, resulting in a overshoot of 5% and a settling time of 500 s. 
A neural response surface was training with the results of time domain simulation for some points defined by Sobol 

technique. To verify the consistence of the response surfaces, the comparison between the results obtained with 
simulation and with neural network is shown in Fig. 4, where the horizontal axis represents the response of the neural 
network and the vertical axis represents the response of the simulation. The closer to forming a straight 45 degrees to 
the horizontal, better is the representation of the phenomenon done by the neural response surface. 

 
 

 
 

Figure 4. Comparison between the Neural Network and the Simulation for the settling time  
 
Lastly, it was applied the optimization process with several percentage participations of neural networks. The 

proposed algorithm applies the optimization process combining the results obtained by the neural network with the 
result obtained by simulation, using the best of each model, as processing time in the first and the precision of the 
second.  

The results of optimization process for each participation of neural network can be seen in Fig. 5, where the 
horizontal axis represents the settling time and the vertical axis represents the maximum overshoot. The curve of 
optimal solutions is called the Pareto Frontier. The percentage of the legend indicates the participation of the simulation 
in time domain. For example, one percentage of 100% means that all the evaluation is performed using simulation in 
time domain, while 50% indicates that half of results are evaluated with neural network. 
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Settling time (s) 

 
Figure 5. Pareto Frontiers the maximum overshoot (vertical axis) and settling time (horizontal axis) for different 

percentages of time domain simulations in optimization process 
 
The best results were obtained with a higher percentage of participation of simulations in time domain, however, the 

computational cost in obtaining results using neural network was lower, as shown in Table 2. It is possible a reduction 
of approximately 50% in time consuming of the optimization process for get results as good as the results achieved 
without the neural response surface use. 

 
Table 2. Performance table for different percentages of time domain simulations in optimization process 

 
Simulation in time domain (%) Time (minutes) Performance increase (%) 

0 1.73 89 
10 6.84 55 
20 6.11 60 
30 7.09 54 
40 8.02 47 
50 11.10 27 
60 11.40 25 
70 13.40 12 
80 14.10 7 
90 13.00 15 

100 15.26 - 
 

In relation of the system trajectory, in Fig. 6 is shown a comparison of the trajectories for the different percentages 
of participation of simulations in time domain. Each trajectory represents a point with less than 5% of overshoot of each 
one of the Pareto Frontiers shown in Figure 5. 

 

 
Time (s) 

 
Figure 6. Comparison of trajectories for different percentages of participation of simulations in time domain. 
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5.2 Case Study: SPD for a vessel with three degrees of freedom 
 

The second case analyzed is similar to the first one, and the block diagram of the system for three degrees of 
freedom is shown in Fig. 7. The system is more complex than the first one, with greater interdependence between the 
directions of movement, differential equations with feedback of each direction and nine control parameters to be set: 
three parameters of PID controllers, one for each direction, in this case, the displacement in the longitudinal direction X, 
transverse movement Y and rotation around Z, ψ. 

 

 
 

Figure 7. Block diagram of the system 
 

The step type entries (setX, setY and setPsi) represent the positions where you want to go with the boat, which are 
subtracted from the signal of the current position x(t) in a negative feedback for each of three directions, resulting in the 
error signal e(t). 

This error signal is then passed by the block "absolute to relative" that convert the coordinates from referential of 
ship to the absolute referential. 

The error signal in the new coordinate system then passes in the block "PID controller". There is a block PID 
Controller for each direction, each one with three design variables, totalizing nine design variables. 

In the block "thrust allocation" applies the saturation limit of the thrusters, which is a limit of maximum physical 
thrust possible for each direction considered.  

Finally, the signal enters the block "ship dynamics” that implements the vessel dynamics. Each subsystem performs 
calculations that define the acceleration in a particular direction given the effort and other velocity components in other 
directions. 

This recursive calculation is performed with the Simulink model, allowing the simulation in the time domain to the 
trajectory of the vessel. The acceleration obtained in each direction is integrated to obtain velocity, that is then passed 
on to the absolute coordinate system, where it is again integrated to obtain the current position of the vessel, repeating 
the cycle simulation. 

The characteristics of the vessel simulated are listed in Table 3 and correspond to a model of a platform supply 
vessel. 

 
Table 3. The characteristics of the vessel 

 
Parameter Value  
Mass M 52.5 kg 
Inertia IZ

 4.63 kg.m 
Length L 178e-2 m 
Breadth B 29e-2 m 

Draft T 12e-2 m 
Additional Mass M11 5.25 kg 
Additional Mass M22 26.25 kg 
Additional Mass M66 8.51 kg.m 
Additional Mass M26 0 kg.m 
Center of Gravity xg 0 m 
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In the Eq. 6 to 8 are presented the laws that govern the dynamics of the vessel. It is important to observe the 
dependence between each of the directions, which reflected the determination of control parameters, since the PID 
controller gains in one direction affects the performance of other directions. 

 
(     )   ̈  (     )   ̇   ̇  (        )   ̇ 

            (6) 
 
(     )   ̈  (        )   ̈  (     )   ̇   ̇            (7) 
 
(      )   ̈  (        )   ̈  (        )   ̇   ̇            (8) 

 
In the dynamics equations, the terms x1, x2 and x6 represent the generalized coordinates in the x, y, ψ, respectively, 

and the terms Fit Fie, represent the environment forces and the thrusters in each of the directions. Lastly, the terms Mij, 
represents the additional hydrodynamic mass of the hull. 

The presented methodology was applied again and the auto tuning method was used as a comparison with the results 
obtained by the optimization process. 

A neural response surface was training with the results of time domain simulation for some points defined by Sobol 
technique. The distribution of the Sobol points in 3D space defined by 3 of the design variables can be seen in Fig. 8. 

 

 
 

Figure 8. Point distribution using Sobol 
 

Using the results obtained in the previous case, the optimization process was done with 30% of the evaluations using 
the neural response surface trained.  

The final results are presented in Fig. 9 to. 11, where the blue curve is the benchmark, obtained by the auto tuning 
method, the red curve represents the result for the optimization with 30% of the participation of neural response surface 
and the curve in cyan represents the optimization only with simulation in time domain. 

 

 
 

Figure 9. Result comparison in X displacement (m) in function of the time (s) 
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Figure 10. Result comparison in Y displacement (m) in function of the time (s) 
 

 
 

Figure 11. Result Comparison in ψ displacement (rad) in function of the time (s) 
 

The final results comparison is shown in Table 4. 
 

Table 4: Comparison of Approaches: PID Parameters 
 

Parameter Optimized with  30% of 
Neural Network 

Optimized without Neural 
Network Benchmark configuration 

Kpx 9,6 5,6 5,0 

Kix * 0,0 0,0 2,0 

Kdx 67,0 87,0 10,0 

Kpy 6,3 5,3 5,0 

Kiy * 0.0 0,0 2,0 

Kdy 27,0 28,7 10,0 

Kpψ 6,1 5,9 5,0 

Kiψ * 0,0 0,0 2,0 

Kdψ 43,4 39,4 10,0 

Ts x (s) 29,4 18,4 45,2 

Ts y (s) 19,8 18,7 55,0 

Ts ψ (s) 7,5 6,6 8,3 

Mp x (%) 9,9 16,5 62,0 

Mp y (%) 9,9 9,4 43,0 

Mp ψ (%) 8,9 10,1 26,0 

Computational Cost (minutes) 20,3 28,3 5,0 
* Fixed as suggestion of Bezerra et al (2012). 
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6.  CONCLUSIONS 

 
It was presented in this paper a methodology for defining the PID parameters for optimal performance of a system. 

The performance parameters chosen were the maximum overshoot and settling time. However, it is possible to use 
many other performance parameters, which does not alter the methodology proposed, only the function used in the 
optimization process. 
As previously described, the methodology proposed involves:  
 
• Construction of the computational model to simulation of the system;  
• Simulations for validation;  
• Construction of Response Surfaces using Neural Networks trained with points chosen by the Sobol algorithm;  
• Optimization using genetic algorithms with response surfaces for performance improvement  
 

As example of application, this methodology was applied in the determination of the optimal parameters of the PID 
controller for the dynamic positioning system of a ship. The results show a considerable increase in processing speed, 
through the employ of Neural Networks and Sobol techniques, which proved efficient to scan the space and represent 
the phenomenon. In this case the methodology proposed had a gain of 30% in computational cost in relation of the 
traditional approach. 

Once the methodology is consolidated, the next step is the employ this procedure in the optimization of a system 
with six degrees of freedom, totalizing 18 design variables. 
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