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Abstract. A stabilized finite element method for the solution of viscous flow and heat transfer is presented. An equation 

for pressure is derived from a second-order time accurate Taylor-Galerkin procedure that combines the mass and the 

momentum conservation laws. At each time-step, once the pressure has been determined, the velocity field and the 

temperature field are computed solving discretized equations obtained from another second-order time accurate 

scheme and a least-squares minimization of momentum and energy residual. Thus, the procedure leads to a stabilized 

finite element method suitable for the simulation of heat transfer problems in free, mixed and forced convection. The 

terms that stabilize the finite element method arise naturally from the process, rather than being introduced a priori in 

the variational formulation. Local time-steps, chosen according to the time-scales of convection-difusion of momentum 

and energy, play the role of stabilization parameters. Numerical solutions of some representative examples 

demonstrate the application of the proposed stabilized formulation, where good agreement with previously published 

experimental and computational results have been obtained. 
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1. Introduction  
 

  A number of stabilized finite element formulations have been proposed to overcome the deficiencies of the standard 

Galerkin method when applied to fluid dynamics. Such formulations have been successful in dealing with convection-

dominated problems and also with the incompressibility constraint in incompressible viscous flows. Indeed, stabilized 

formulations permit controlling the wiggles in the simulation of convective problems. They also permit circumventing 

the Babuška-Brezzi restrictions (Brezzi and Fortin, 1991) on the choice of the interpolation spaces in the approximation 

of the incompressible Navier–Stokes equations written in primitive variables. The stabilized formulation presented 

avoids this difficulty through the introduction of extra stabilizing terms (De Sampaio, 1991, 1993; De Sampaio and 

Coutinho, 1999). 

 Stabilized finite element formulations comprise the standard Galerkin approximation plus extra terms responsible 

for enhancing stability. Whilst the extra terms contribute to stabilize the method, they do not affect consistency, as they 

tend to zero for vanishing discretization residuals. The stabilized formulations can be often interpreted as Petrov–

Galerkin weighted residual approximations, where the usual Galerkin weighting function is modified with the addition 

of a perturbation. The terms resulting from the interaction of the perturbation with the residual generate the desired 

stabilization effect, without compromising the consistency of the approximation. For stabilization formulations details 

see De Sampaio (1991, 2005, 2006).  

In order to introduce the correct amount of stabilization everywhere on the domain of analysis, the time-step must be 

defined locally, leading to spatially varying time-step distributions. The procedure proposed in De Sampaio (2006) is 

followed. In this case the use of local time-steps and the required synchronization scheme are embedded in the method. 

The result is a method that resembles well known stabilized formulations that employ a single time-step for the whole 

domain and a local definition of stabilization parameters, but whose origins are based on the use of local time-steps 

combined with a synchronization scheme. 

 In this work a finite element method for quasi-incompressible viscous flows and heat transfer is presented. As in the 

previous works mentioned above, the time discretization precedes the spatial discretization. However, here the time 

discretizations employed are improved to second order accuracy. In the present method an equation for pressure is 

derived from a second-order time accurate Taylor-Galerkin procedure that combines the mass and the momentum 

conservation laws. 

 At each time-step, once the pressure has been determined, the velocity and temperature fields are computed solving 

discretized equations obtained from another second-order time accurate scheme and a least-squares minimization of 

spatial momentum and energy residuals. The terms that stabilize the finite element method (controlling wiggles and 

circumventing the Babuška-Brezzi condition) arise naturally from the process, rather than being introduced a priori in 

the variational formulation. The method demonstrated good agreement with previously published experimental and 

computational results. 
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2. Physical Model 

 
 We consider a continuum model for quasi-incompressible viscous flows including buoyancy forces and heat 

transfer. The problem is defined on the open bounded domain Ω, with boundaryΓ , contained in nsd-dimensional 

Euclidean space. The flow is governed by the quasi-incompressible Navier-Stokes equations and an energy convection-

diffusion equation. These are written using the summation convention for a=1,2,...,nsd e b=1,2,...,nsd, in Cartesian 

coordinates: 
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 The dependent variables are the velocity, pressure and temperature fields represented by au , p  and T , respectively. 

The sound speed is denoted by sc . The fluid specific heat is represented by c . Note that the viscous stress is given 

by ( )abbaab xuxuµτ ∂∂+∂∂= , where µ  is the fluid viscosity. The heat flux is given by bb xTκq ∂∂−= , where κ  is 

the fluid thermal conductivity. The fluid density (at the reference temperature 0T ) is denoted by ρ . The volumetric 

expansion coefficient of the fluid is Tρρβ ∂∂−= −1  

 Velocity and traction boundary conditions are prescribed by given data on non-overlapping boundary partitions uaΓ  

and taΓ , such that ΓΓΓ =taua U , according to: 

 

 ),,( tuu aa x=         uaΓ∈x ,                                                                                                                                          (4) 

 

 ( ) ),,( ttnτδp ababab x=+−         taΓ∈x ,                                                                                                                      (5) 

 

where abδ  is the Kronecker delta and bn  denotes Cartesian components of the outward normal vector at the boundary. 

 Temperature and heat flux boundary conditions are prescribed by given data on non-overlapping boundary partitions 

TΓ  and qΓ , such that ΓΓΓ =qT U , according to: 

 

 ),,( tTT x=         TΓ∈x ,                                                                                                                                              (6) 

 

 ),,( tqnq bb x=         qΓ∈x ,                                                                                                                                          (7) 

 

 Pressure and normal velocity conditions are prescribed by given data on non-overlapping boundary partitions pΓ  

and GΓ , such that ΓΓΓ =Gp U , according to: 

 

),,( tpp x=         pΓ∈x ,                                                                                                                                              (8) 

 

 ),,( tGnu bb x=         GΓ∈x .                                                                                                                                         (9) 

 

2.1. Governing equations in non-dimensional form 
 

 Here the variables are non-dimensionalized with respect to reference scales conveniently chosen from the problem 

data. The non-dimensional velocity, pressure and temperature are represented by 0' uuu aa = , 2
0' uρpp =  

and ( ) ( )minmax0' TTTTT −−= , respectively. Note that 0u  is the velocity reference scale and maxT  and minT  are the 
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maximum and minimum temperatures in the problem. The spatial co-ordinates are non-dimensionalized with respect to 

the reference length L , i.e., Lxx aa =' . The non-dimensional time is represented by Lutt 0'= . The gravity field is 

non-dimensionalized with respect to its modulus gaa gg =' . 

 In terms of the non-dimensional variables the governing equations become: 
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 where scuM 0= is the Mach number, µLρRe u=  is the Reynolds number, ( ) 2
0minmax uLTTβRi g−=  is the 

Richardson number, κµcPr =  is the  Prandtl number. 

 The non-dimensional form used in Eq. (10), Eq.(11) and Eq.(12) is suitable for mixed and forced convection flows, 

where a reference velocity is generally available from the problem data. However, this is not the case for free 

convection, for which we have to obtain the velocity time scale indirectly, defining it as ( ) LTTβu gminmax0 −= . Thus, 

for free convection, the Reynolds and Richardson numbers that appear in the non-dimensional equations become 1=Ri  

and PrRaRe = , respectively, where ( ) µκLTTβcρRa 3
minmax

2 −= g  is the Rayleigh number. The non-dimensional 

boundary conditions remain the same forms presented previously. 

 

3. Stable Finite Element Formulation 

 

 In this paper we use these non-dimensional equations, thus the superscript “ 
'
 ”  used to denote the non-dimensional 

quantities will be dropped. 

 

3.1.Pressure equation 

 

 To obtain an equation for pressure update, we use a Taylor series for pressure in time. Thus, from this Taylor series 

we have:  
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where 10 ≤≤ θ . The superscript n  e 1+n  indicates the time level and t∆  indicates the time step. The pressure change 

during the time step t∆  is represented by nn ppp −= +1
∆ . 

 Substituting the mass balance, given by Eq. (11)  in Eq. (13), followed by the introduction of the momentum balance 

given by Eq. (10), we obtain the following (see Gonçalves Jr. and De Sampaio, 2010): 
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 The spatial discretization is performed with Lagrangian linear triangular elements in 2D. For the problem variables, 

we have: 
n
ajj

n
a uNu =ˆ , 

n
jj

n
TNT =ˆ , 

n
jj

n
pNp =ˆ , and jj

n
pNp ∆ˆ∆ = . Note that jN  represents the shape functions of 

the finite element and the variables with the subscript j  are nodal values. 

Employing the classical Galerkin method, using Green's identity to Eq. (14), and introducing the boundary 

conditions given by Eq. (9), we obtain: 
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Once again, mathematical details are explored in Gonçalves Jr. and De Sampaio (2010). Substituting jj pNp ∆ˆ∆ =  

in Eq. (15), obtain a symmetric equation system for calculating the nodal values of the pressure update: 

 

 [ ]{ } { }
ipjijpp F∆pA =                                                                                                                                           (16) 

 

3.2.Velocity and Temperature equations 

 
 Once the pressure field has been determined, we use a second order accurate time discretization for the momentum 

and energy balance given by Eq. (10) and Eq. (12) to obtain equations for the velocity and temperature update. 

 Discretizations of Eq. (10) and Eq. (12) with respect to time are given by: 
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 As mentioned earlier, the superscript n  e 1+n  indicates the time level and  t∆  denotes the time step. The velocity 

change during the time step Mt∆  is represented by n
a

n
aa uuu −= +1

∆ . The temperature change during the time step  Et∆  

is nn
TTT −= +1

∆ . The pressure field at time level 21+n  is written as 2∆
21 ppp nn +=+ . 

 Consider the following spatial discretization of the problem variables: 
n
ajj

n
a uNu =ˆ , ajja uNu ∆ˆ∆ = , 

n
jj

n
TNT =ˆ  and 

jj TNT ∆ˆ∆ = . Again, jN  represents the shape functions of the finite element and the variables with the subscript j  are 

nodal values. Using the discretized field of variables, we can write the following expressions for the squared 

discretization residuals of Equation. (17 and 18): 
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where λ  e ξ  are a scaling parameters to be defined later and aR̂  and Ê  are discretization residuals of Eq. (17) and Eq. 

(18), and written as:: 
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 MinimizingΠ , given by Eq. (19), with respect to the free ciu∆  and free iT∆  nodal values we get: 
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 The parameters λ  e ξ  have been chosen as Mt∆  e Et∆ respectively, in order to normalize (and non-

dimensionalized) the weight functions in Equations (22 and 23). 

   (17) 

      (20) 
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 Note that the weight functions present in the first terms of these Eqs. (22 and 23) have the same structure as the 

SUPG weight function method of Brooks and Hughes (1982). The remaining weight functions, affecting the second and 

third term in Eq. (22) and affecting the second term in Eq. (23), are specific of the method presented here. 

 Combining Eq. (22) and traction boundary condition, given by Eq. (5), we obtain the following discretized 

equations: 
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 Again, a previous work explored the mathematical details (Gonçalves Jr. and De Sampaio, 2010). By introducing 

Eqs. (20 and 21) in Eqs. (24 and 25), using Green's identity, and replacing the problem variables: ajja uNu ∆ˆ∆ = and 

jj TNT ∆ˆ∆ =  in Eqs. (24 and 25) we obtain a symmetric equation system to solve for the nodal values of velocity and 

temperature update. For 2D problems, we have the following system: 
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 It is important to note that the time-discretization is performed before the spatial discretization, which is performed 

using standard finite elements 0C . The terms multiplied by Mt∆ and Et∆  in Eqs. (24 and 25) are responsible for 

controlling the spatial oscillations (wiggles) in convection-dominated flows, and stabilize the computation, regardless of 

the restrictions Babuška-Brezzi on the choice of interpolation spaces for velocity and temperature. In particular, the use 

of the equal order of interpolation for all variables adopted here become possible through a proper choice of Mt∆ and 

Et∆ . It is important to remark that rather than being proposed a priori, the stabilization terms appear naturally in this 

method from least squares minimization of the time-discretized momentum and energy square residuals with respect to 

the temperature and velocity degrees of freedom (with free nodal values).  

  

3.3 Local time-steps and synchronization 

 
 In this paper we propose an alternative way to choose the time step. Instead of using the method proposed by De 

Sampaio (1991, 1993, 2005) we chose the time step according to the minimum values of the characteristic time scales 

of convection and diffusion , i.e., ( )dMcM ttt ,min∆ =  and ( )dEcE ttt ,min∆ = , where µhρtd eM 6
2=  and 

κhρtd eE 6
2= , are the momentum and energy diffusion time-scales respectively, and n

ehtc u=  is the convection 

time scale. Here eh  is the mesh with local size (De Sampaio, 1991).  

Because we have optimal time-steps that vary with position and according to the quantity transported (momentum or 

energy), we have to resort to a special scheme to synchronize the time advance of the computation. In this paper, we 

adopt the procedure introduced in De Sampaio (2006). It is based on selecting a synchronization time-step *
∆t , which 

will be the same for all flow variables and for all domain (in fact, the usual concept for a time-step). 

 The synchronization time-step is chosen to be quite close to the minimum problem time-step and is calculated as 

( )EM ttt ∆,∆min999.0∆
* = . The time-step *

∆t  is the time step used for synchronizing the advancement of the 

numerical simulation.  Let aû∆ , p̂∆  and T̂∆  be the variable changes obtained when using the appropriate local time-

steps to solve Eqs. (16 and 26). On the other hand, let us denote the variable changes from time nt  to the time *
∆tt n +  

(the synchronization time) as *ˆ∆ au , *ˆ∆p  e *ˆ∆T . Thus, keeping the same rate of change, we have the following 

relations: 

 

      (24) 
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where ( ) ( )n
a

n
aa tuttuu ,ˆ∆,ˆˆ∆ ** xx −+= , ( ) ( )n

aM
n

aa tuttuu ,ˆ∆,ˆˆ∆ xx −+= , ( ) ( )nn tpttpp ,ˆ∆,ˆˆ∆ ** xx −+= , 

( ) ( )n
M

n tpttpp ,ˆ∆,ˆˆ∆ xx −+= , ( ) ( )nn tTttTT ,ˆ∆,ˆˆ∆ ** xx −+= , and ( ) ( )n
E

n tTttTT ,ˆ∆,ˆˆ∆ xx −+= . 

 In practice, the computation based on local time-steps and the synchronization phase does not have to be performed 

separately. The the synchronization phase, represented by Eqs.(27, 28 and 29), can be embedded in Equations (16 and 

26). Thus, the synchronized solution at *
∆tt n +  can be obtained directly solving the following symmetric equations: 
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                                                                                                     (31) 

 

 The solution procedure is semi-segregated., in the sense that pressure is computed first and independently at each 

step but the solution of the velocity components and temperature are coupled, as shown in Equation (31). After each 

step the problem variables are updated and the computation proceeds until the specified final analysis time is reached. 

 All equation systems in the present formulation involve symmetric positive-definite matrices. The equation system 

is solved using the conjugate gradient method with Jacobi pre-conditioner, in an Element-by-Element (EBE) 

implementation. The computer code used here was developed for the study of 2D problems, where linear triangles were 

used to interpolate all dependent variables. The code also uses dynamic adaptive finite element meshes generated using 

Bowyer’s algorithm (Bowyer, 1981), guided by the error estimation of Zienkiewicz and Zhu (1987).Was also employed 

parallel programming optimized for high performance on distributed parallel computing systems. 

 

4. Numerical Examples 

 

4.1. Free Convection in a Square Cavity 

 
 We consider a square cavity centered on x=0 and y=0 with length L  (reference spatial scale), thermally insulated at 

the top and bottom walls. A reference pressure 0=p  is imposed at the center of the cavity. Non-slip velocity boundary 

conditions are imposed on all walls. The cavity contains a fluid that is initially at rest at temperature 0T . The left wall 

temperature is 20 TTT ∆+=  and the right is at temperature 2∆0 TTT −= . These boundary conditions at opposite 

parallel walls generate a free convection flow inside the cavity and, for sufficiently high Rayleigh numbers, thermal 

stratification occurs. 

 The numerical results are parameterized with respect to the Prandtl and Rayleigh numbers. We have performed 

numerical simulations at 410=Ra , 510=Ra  and 610=Ra . In all examples the Prandtl number was 71.0=Pr , with 

minimum element size of L005.0 . The transients ran from 0=t  to 060 uLt = , where ( ) LTTβu gminmax0 −= . In 

all cases this has been long enough to obtain convergence to steady-state. 

Figure 1 presents the heat flux distribution at the left (hot) wall in terms of the Nusselt number. Note that the Nusselt 

number is given by ( )minmax TTκLqNu w −= , where wq  is the local wall heat flux.  

 Table 1 compares our results for the mean and maximum Nusselt numbers with the benchmark provided by 

Hortmann et al. (1990). The use of adaptive meshes in our computations allowed obtaining results that agree within less 

than 0.19% with the benchmark data using much finer meshes. 
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 Figure 2 presents the final adaptive mesh, temperature field and pressure field for 410=Ra  and 71.0=Pr . The final 

adaptive mesh comprises 9574 nodes and 18346 elements. Figure 3 presents the final adaptive mesh, temperature field 

and pressure field for 510=Ra  and 71.0=Pr . The final adaptive mesh shows 7357 nodes and 13912 elements. Figure 

4 presents the final adaptive mesh, temperature field and pressure field for 610=Ra  and 71.0=Pr . The final adaptive 

mesh comprises  6008 nodes and 11214 elements.  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

                        

 410=Ra  

Nu max. 

410=Ra  

Nu mean 

510=Ra  

Nu max. 

510=Ra  

Nu mean 

610=Ra  

Nu max. 

610=Ra  

Nu mean 

Hortmann et al. (1990) 
3.53087 2.24475 7.72013 4.52164 17.53600 8.82513 

Present method 
3.52976 2.24369 7.72337 4.51965 17.52739 8.80794 

Figure 2: Adaptive mesh, temperature field and pressure field for 410=Ra  and 71.0=Pr  
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Figure 1: Local Nusselt number along the left (hot) wall for 71.0=Pr  and 410=Ra , 510=Ra  and 610=Ra  

 

Table 1: Mean and maximum Nusselt numbers: comparison between the present results with those of Hortmann et al. 

(1990) 
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            Figure 3: Adaptive mesh, temperature field and pressure field for 510=Ra  and 71.0=Pr  

 

                                     

 

 

 

 

 

 

 

 

 

 

 

 

 

  

                   Figure 4: Adaptive mesh, temperature field and pressure field for 610=Ra  and 71.0=Pr  

 

4.2 Mixed and forced convection around a hot cylinder 

 
 In this problem we analyzed the effect of the buoyancy forces on the cross flow past a hot circular cylinder. We 

consider that the incoming flow, approaching at velocity 0u , is at temperature 0min TT = . The initial fluid temperature is 

also 0T , whilst the cylinder surface is at temperature TTT ∆+= 0max . 

Three simulations have been performed. In all cases we consider 100Re =  and 1Pr = . In the first analysis we 

neglected the buoyancy force. Thus, the first example corresponds to a forced convection flow problem (the Richardson 

number is zero). The other analyses represent mixed convection flow conditions with 25.0=iR ;  one for buoyancy 

aiding convection and the other for buoyancy opposing convection. 

In the three simulations the initial mesh comprised 3077 finite elements, with minimum element size dh 02.0min = . 

All cases were run from 0=t  to 099 udt = . 

Figure 5 presents adaptive meshes and temperature fields at 099 udt = . Referring to Fig. 5, the adaptive mesh 

contains 12926 elements for the 0=iR example (pure forced convection). For the mixed convection problems 

( 100Re = , 1Pr =  and 25.0=iR  ), the meshes comprise 15 884 and 9437 elements for the opposing convection and 

for the aiding convection examples, respectively. 

We computed the drag and transversal forces per unit span DF  and LF , acting on a hot cylinder. These forces are 

computed from the flow field according to ( ) ( )[ ] ( )[ ]{ } Γd2
Γ

∫ −∂∂+∂∂+∂∂−=
c

xxyD pnnxuµnxvyuµF  and 

( ) ( )[ ] ( )[ ]{ } Γd2
Γ

∫ −∂∂+∂∂+∂∂−=
c

yyxL pnnyvµnxvyuµF , where n is the unit normal vector at the fluid-cylinder 

interface cΓ  (pointing from the fluid to the interior of the cylinder). We used xx =1 ,  yx =2 , uu =1  and vu =2 . The 

vortex shedding frequency f  is obtained from the analysis of the transversal force history. It is given in non-

dimensional form by the Strouhal number 0ufdSt = . The drag and transversal force coefficients are respectively 

duρFC DD
2

0
2=  and duρFC LL

2

0
2= . We also computed the mean Nusselt number ( )minmax TTκdqNu w −= . 
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We could note that Fig. 5 also shows that the vortex shedding behavior has been suppressed in the case of buoyancy 

aiding convection. This is in accordance with results obtained by Patnaik et al. (1999).  

Table 2  compares our results for the mean drag coefficient meanDC , , the rms transversal force coefficient rmsLC ,  the 

mean Nusselt number Nu  and the Strouhal number (St) with the results provided by De Sampaio (2006). 

 

 

 

meanDC ,  

De 

Sampaio 

(2006) 

meanDC ,  

present 

rmsLC ,  

De 

Sampaio 

(2006) 

rmsLC ,  

present 

Nu  

De 

Sampaio 

(2006) 

Nu  

present 

St 

De 

Sampaio 

(2006) 

St 

present 

0=iR  1.44 1,40 0.28 0,24 5.83 5.80 0.166 0,165 

25.0=iR  

buoyancy opposing 

convection 

1.46 1.40 0.45 0.39 5.75 5.70 0.156 0.154 

25.0=iR    

buoyancy aiding 

convection 

1.50 1.50 0 0 5.87 5.86 - - 

Figure 5: Cross flow past a hot cylinder with 100Re =  and 1Pr = : adaptive meshes and temperature fields 

099 udt = : (a) forced convection( 0=iR ); (b) 25.0=iR with buoyancy opposing convection; (c) 25.0=iR  with 

buoyancy aiding convection. 

(a) 

(b) 

(c) 

Table 2: Cross flow past a hot cylinder: comparison between the present results with De Sampaio (2006). 
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Note that there has been little change in the mean drag and Nusselt numbers in the three cases considered. 

On the other hand, the transversal force associated to the vortex shedding process is considerably more intense for the 

case of buoyancy opposing convection, as indicated by rmsLC , . Also note that is the case of buoyancy aiding convection 

the vortex shedding flow pattern disappeared. This behavior and the decrease of the Strouhal number for buoyancy 

opposing convection are in agreement with the results obtained by Patnaik et al. (1999). 

 

5. CONCLUDING REMARKS 

 
 A second-order time accurate finite element formulation has been presented. The mass and momentum balances 

have been combined in a Taylor series for pressure. This is discretized in space with the Galerkin method and results in 

an equation suitable for computing the pressure update. Momentum balance and energy balance time-discretization are 

carried out with finite differences. A least square minimization of spatial residuals is performed to obtain equations for 

the velocity and temperature update. The proposed method introduces automatically the stabilization terms required to 

control wiggles in convection dominated problems and for circumventing Babuška-Brezzi restrictions on the choice of 

interpolating spaces for velocity and pressure. The approach leads to a partially coupled system, where pressure degrees 

of freedom are solved first and then the velocity and temperature degrees of freedom are computed simultaneously. The 

update of velocity components and temperature are obtained solving the coupled equation system shown in Equation 

(31). 

 Local time-steps for momentum and energy play the role of stabilization parameters. A simple time interpolation 

scheme is embedded in the method, synchronizing the time advance of the computation. 

Numerical examples have been presented, covering free, forced and mixed convection flow and heat transfer. The 

examples shows the effectiveness of the method in stabilizing the computation of incompressible flows (mach number 

zero, 0=M ). Comparison of our results with the benchmark numerical solutions and with experimental heat transfer 

data shows the good performance of the stabilized formulation proposed here. 
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