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Abstract. In the present work the evaluation of aerodynamic forces acting on tree models is performed using numerical 
simulations based on the Finite Element Method and parallel processing techniques. Damages induced by the wind 
action over trees in urban areas may lead to serious implications, such as interruptions in the energy supply and 
communication systems and risk to the safety of pedestrians. The failure mechanism of trees under wind action is 
ususally associated to breakage of the stem owing to excessive compression, root pullout and overturning due to 
excessive moments, which may be also associated to the mechanical behavior of the soil. Therefore, aerodynamic loads 
are a key parameter for determining the occurrence of damages in trees. In the present paper, idealized tree models 
are utilized to determine aerodynamic coefficents and flow fields around the tree location. The numerical model is 
based on the incompressible flow approach using the pseudo-compressibility hypothesis. Turbulence is taken into 
account considering Large Eddy Simulation (LES) with the dynamic sub-grid model. The system of governing 
equations is solved employing an explicit two-step Taylor-Galerkin scheme, where spatial approximations are 
performed using the Finite Element Method (FEM) with linear hexahedral elements and one-point quadrature. In 
order to solve the large system of equations associated to the flow problem efficiently, parallel processing with MPI 
implementation is adopted. Results obtained with the numerical simulations carried out here are compared to 
experimental and numerical predictions presented by different authors and the performance of the parallelization 
techniques utilized in the present work is also verified. 

Keywords: Tree Aerodynamics, Computational Fluid Dynamics (CFD), Large Eddy Simulation (LES), Finite Element 
Method (FEM), Parallel Processing. 

 
1. INTRODUCTION 

Tree planting is one of the most important human actions to improve the urban environment today. The influence of 
trees on the urban environment is mainly related to reduction of thermal effects through weakening of radiation and the 
impact of transpiration on the latent heat equilibrium (Liang et al., 2006). In addition, trees alter significantly the air 
flow in the street canyons of large cities by reducing the flow velocity and increasing the turbulence level. In response 
to the wind action, trees adapt their stem and roots in order to resist to overturning moments, breakage of the stem or 
root pullout, which may be also associated to the mechanical behavior of the soil. Some of these failure mechanisms 
may be induced on the tree structure by strong winds, leading to serious implications such as interruptions in the energy 
supply and communication systems and risk to the safety of pedestrians. Therefore, accurate reproduction of 
aerodynamic effects on trees is very significant for predicting wind loads on buildings and wind environment in urban 
areas. 

Wind Engineering is a traditional and well established research field developed through extensive experimental 
tests performed over several structures and bodies submitted to the wind action, which are characterized with devices 
specially designed for wind tunnel studies. Many advances and improvements were obtained with aerodynamic and 
aeroelastic analyses carried out over civil structures such as bridges and buildings. In addition, wind environmental, 
pollutant and thermal conditions in urban areas have been also assessed by studying representative models in 
specialized wind tunnels. However, owing to advances observed in computers technology and numerical methods, 
experimental analyses in wind tunnels have been gradually replaced by numerical simulations performed with 
numerical models based on Computational Wind Engineering (CWE), which is a relatively new branch of 
Computational Fluid Dynamics (CFD) adapted for specific analysis in Wind Engineering. CWE involves some of the 
most challenging subjects on numerical investigation applied to aerodynamic and aeroelastic phenomena: turbulence 
modeling, fluid-structure interaction, boundary layer flows including separation and reattachment and, consequently, 
dense finite element meshes. Therefore, numerical analysis of trees under wind action can be also carried out using 
CWE techniques. Recent investigations may be found, for instance, in Liang et al. (2006), Mochida et al. (2008) and 
Endalew et al. (2009). 

An important restriction related to numerical analysis of 3-D flows using the Finite Element Method (FEM) is 
referred to the number of finite elements utilized by the spatial discretization procedure (see aBraun and Awruch, 2009). 
It is observed that some millions of elements are usually needed in order to obtain a well defined mesh where the 
boundary layer and vortex trail regions can be adequately represented. Obviously, such a task can be only accomplished 
employing different approaches, including high performance computational systems and special programming 
techniques. Formerly, scalar serial codes used to be modified by using vectorization to run in supercomputers with 
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vector processors and shared memory. However, supercomputers are very expensive and require special maintenance 
procedures. Therefore, this option has been replaced by an alternative approach, where clusters of personal computers 
are utilized with high performance networks and parallelization techniques. Parallelization is a programming procedure 
where some statements are included in the code in order to permit the problem to be solved with several processors 
working under parallel processing. A special feature associated to clusters of personal computers is concerned to the 
operation and maintenance processes, which are made with very low costs when compared to other alternatives. 

A parallel program is generally written using some high level language such as Fortran, where parallelization 
libraries are also included in order to permit the processors to work synchronously. The most common APIs 
(Application Programming Interface) utilized by a parallel code are OpenMP (Open Multi Processing) and MPI 
(Message Passing Interface). OpenMP libraries are employed by parallel systems with shared memory. On the other 
hand, MPI libraries are usually indicated for parallel processing with distributed memory (Masuero, 2009). 

In the present work, the Navier-Stokes equations and the mass conservation equation are solved using an explicit 
two-step Taylor-Galerkin model (see Kawahara and Hirano, 1983; aBraun and Awruch, 2009). The Finite Element 
Method (FEM) is employed for spatial discretizations using the eight-node hexahedrical isoparametric element with 
one-point quadrature. Turbulent flows are analyzed using LES with the dynamic model for sub-grid scales (see 
Smagorinsky, 1963 and Lilly, 1992). Some simple tree models are investigated in order to determine aerodynamic 
coefficients and flow fields around the tree location and the respective results are compared with numerical and 
experimental predictions performed by other authors. All simulations are carried out using a cluster with 8 machines 
featuring four core processors and distributed memory architecture. The numerical algorithm was written employing the 
MPICH version 1.2.5, which is a MPI library developed by Argonne National Laboratory.  

2. THE NUMERICAL MODEL 

In the Computational Wind Engineering practice, wind flows are usually characterized by adopting the following 
assumptions (aBraun and Awruch, 2009): 
1) Natural wind streams are considered to be within the incompressible flow range; 
2) Wind is always flowing with a constant temperature (isothermal process); 
3) Gravity forces are neglected in the fluid equilibrium; 
4) Air is considered as a Newtonian fluid.    

Considering the properties presented above and in the absence of structural motion (aerodynamic analysis), the flow 
governing equation are defined in a classical Eulerian kinematical description by the following expressions: 

a) Momentum balance equations: 
ij fi i

j
j j j
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b) Mass balance equation for pseudo-compressible flows (see Braun and Awruch, 2005 for further details) – the 
continuity equation: 
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c) Constitutive equation for Newtonian fluids: 
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where vi are components of the velocity vector in the i direction, xj are components of the Cartesian coordinates vector 
in the j direction, t indicates the time domain, p is the thermodynamic pressure, ρ is the fluid’s specific mass, c is the 
sound speed in the fluid field and Ωf is the flow’s spatial domain, which is bounded by TfΓ , δij are components of the 
Kroenecker’s delta ( ij ij1  for  ;  0  for  i j i jδ δ= = = ≠ ) and µ and λ are the dynamic and volumetric viscosities of the 

fluid, respectively. Neumann and Dirichlet boundary conditions must be specified on TfΓ  to solve the flow problem, 
which are given by the following expressions: 

v
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where vΓ (boundary with prescribed values iv  for the fluid velocity field), pΓ  (boundary with prescribed values p  for 
the pressure field) and Γσ  (boundary with prescribed values iS  for the fluid boundary tractions) are complementary 
subsets of boundary TfΓ , such that Tf v p ΓσΓ = Γ +Γ + . In Eq. (6) nj are components of the unit normal vector n at 
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boundary Γσ . Initial conditions for the pressure and velocity fields must be also specified at t = 0 to start up the flow 
analysis. 

Atmospheric boundary layer flows may be reproduced considering the power law as inflow boundary conditions 
imposed on the velocity field. The power law is usually described as: 

( )
p

H
zU z U
H

⎛ ⎞= ⎜ ⎟
⎝ ⎠

                       (7) 

where HU  is the reference wind speed corresponding to the reference height H, z is the height coordinate and p is an 
empirically derived coefficient associated to roughness characteristics of the ground (see Simiu and Scanlan, 1996).     

In order to avoid excessive computational efforts to describe the smaller turbulence scales, LES is adopted in the 
present work (see Mochida and Lun, 2008 for detailed information on turbulence modeling). Consequently, the 
governing equations should be rewritten as follows: 
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where SGS
ijτ  are components of the Reynolds sub-grid stress tensor (which is associated to unsolved sub-grid terms that 

must be modeled) and overbars indicate large scale variables. The Reynolds sub-grid tensor is usually approximated 
according to the Boussinesq assumption: 

( )SGS
ij i j t ij2v v Sτ ρ µ′ ′= =  (10) 

where commas indicate sub-grid scale variables, ijS  are components of the large scale strain rate tensor and µt is the 
eddy viscosity, which is obtained in this work employing the dynamic sub-grid scale model (see Germano et al., 1991 
and Lilly, 1992) as shown below: 

( ) 2
t ,C x t Sµ ρ= ∆  (11) 

where ( ),C x t  is the dynamic coefficient (with x  and t indicating space and time dependencies), S  is the filtered 

strain rate tensor modulus and ∆  is the characteristic dimension of the grid filter, which is associated to element 
volumes in 3-D FEM formulations ( 3ele elevol∆ = ). The dynamic coefficient is updated along the time integration 
process taking into account the instantaneous condition of the flow field (see aBraun and Awruch, 2009 for additional 
information). 

Aerodynamic forces are developed over the surface of structures immersed in a fluid stream. These forces are 
usually obtained by integration of pressures and shear stresses developed on the fluid-structure interface owing to the 
flow action. The components of the aerodynamic forces in the along-flow and cross-flow directions are referred to as 
drag and lift, respectively. In the present work, the aerodynamic force and moment coefficients are evaluated using the 
formulae presented below: 
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with: 

( ) ( ) ( )ii i
x i g y i g z i g= X - X ; = Y - Y ; = Z - Z∆ ∆ ∆  (14) 

where Xi, Yi and Zi are Cartesian global coordinates of a nodal point i on the fluid-structure interface, Xg, Yg and Zg are 
Cartesian global coordinates of a reference point of the body, such as the gravity center, V∞  is the flow reference speed, 
NNI is the number of fluid nodal points on the body surface and L, W and H are characteristic dimensions related to 
length, width and height of the immersed body, respectively. The aerodynamic forces Fx, Fy and Fz at a nodal point i are 
obtained by numerical integration of Eq. (6) over the body surface. 

The explicit two-step Taylor-Galerkin scheme is employed in this work for the time discretization of the flow 
governing equations. The final form of the numerical model is obtained applying the Bubnov-Galerkin’s weighted 
residual scheme into the FEM context on the discrete forms of the flow governing equations. Eight-node hexahedral 
elements are used for spatial approximations employing the one-point quadrature technique for the evaluation of 
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element matrices. A complete description of the numerical algorithm utilized in this work may be found in aBraun and 
Awruch (2009) and bBraun and Awruch (2009). 

3. PARALLELIZATION METHODOLOGY 

The problem associated to parallelization on distributed memory may be summarized to procedures related to work 
partitioning among the logical processors involved. For finite element models, the work partitioning procedure is based 
on the finite element mesh, where partitions may be obtained in terms of elements or nodal points. Parallel systems with 
distributed memory are usually characterized by powerfull processors interconected by logical networks with relatively 
low frequencies, where communications among processors are minimized by using redundancy of work (Masuero, 
2009). 

Implementation of numerical codes for parallel systems with distributed memory may be performed using data 
transfer procedures with or without redundancy. Redundancy is obtained when the data associated to each logical 
processor of the parallel system are superposed, leading to loss of efficiency. For processes running on distributed 
memory architecture with powerfull processors and relatively low network devices, communications are usually 
minimized and redundacy is consequently increased. Since finite element models are usually implemented employing 
element level quantities, work partitioning based on nodes leads to redundancy, which is related to elements presenting 
nodes associated to different logical processors. A simple example is shown in Fig. 1a, where a mesh with 24 nodes and 
15 elements is equally divided into two logical processors (blue and yellow dots). Blue and yellow rectangles indicate 
elements belonging to the respective logical processors utilized here and grey rectangles indicate common elements, 
which are also referred to as ghost elements. Blue and yellow external lines are showing the nodes needed by each 
logical processor. By using this partitioning model, the logical processors are responsible for 10 elements, respectively, 
where the first logical processor is related to the blue nodes (1 to 12) and the latter is related to the yellow nodes (13 to 
24). Therefore, the partitioning efficiency of the present example can be estimated considering that each processor is 
responsible for 10 elements, which leads to the following relation between the number of elements observed in the 
entire mesh and the total number of elements associated to the logical processors: 15/20 = 75%. Data referred to six 
nodal points are required by each logical processor in this case. 

 
                                                            (a)                                                              (b) 

Figure 1. Partitioning models considering two logical processors and a finite element mesh with 24 nodes and 15 
elements: (a) nodal ordering follows horizontal lines; (b) nodal ordering follows vertical lines. 

An alternative to the partitioning scheme presented above is shown in Fig. 1b, where each logical processor is 
associated to 9 elements. The partitioning efficiency corresponds now to the following expression: 15/18 = 83.3%. 
Network communications are performed considering the eight nodes associated to the ghost elements. 

Nodal partitioning procedures may be also interpreted as an operation applied over the system of governing 
equations, where the number of nodal variables belonging to the ghost elements is related to the bandwidth of the 
referred system. Consequently, the most efficient partition scheme is that where the bandwidth corresponds to the 
smaller value. According to the work presented by Masuero (2009), the partitioning procedure can be carried out 
employing two alternatives related to the bandwidth minimization of the system of governing equations: (a) nodal 
partitioning based on a single nodal reordering performed with a bandwidth minimization algorithm; (b) nodal 
partitioning based on recursive nodal reordering performed with a bandwidth minimization algorithm. 

In the first approach, the finite element mesh is previously submitted to a single nodal reordering, which is obtained 
considering a bandwidth minimization algorithm and nodal partitioning proportional to the number of logical processors 
utilized in the parallel analysis. This methodology is very useful for problems characterized by a reduced number of 
logical processors and finite element meshes presenting a predominant coordinate direction. Moreover, clusters 
constituted by machines with multicore processor technology are also recommended, since communications through the 
network interface are only performed considering one logical processor per machine. The remaining logical processors 
establish communication through the local memory. 

The second approach is similar to the RCB (Recursive Coordinate Bisection) scheme presented by Fox et al. (1994), 
where successive bisection operations based on geometrical characteristics of the finite element mesh are adopted. 
However, the bisection procedure is performed here considering the bandwidth of the system of governing equations in 
order to identify the bisection direction. The algorithm may be described as follows: (a) a nodal reordering is first 
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performed over the original finite element mesh, which is divided into 2 groups of nodal points; (b) the same procedure 
described in the first step is performed over the individual groups obtained formerly; (c) the second step is repeated 
until the number of groups obtained be in accordance with the number of logical processors to be utilized in the parallel 
analysis. An example is illustrated in Figs. 2a and 2b, where the present method is applied considering a simple finite 
element mesh and two logical processors. This methodology is recommended for situations where the number of logical 
processors available is high. In this case, the predominant coordinate direction of the finite element mesh cannot be 
identified anymore after successive subdivisions of the original mesh. 

 
(a) 

 
(b) 

Figure 2. Nodal partitioning based on recursive nodal reordering for two logical processors: (a) first step; (b) second 
step. 

Parallel processing on distributed memory architecture is carried out using the network interface for 
communications among the logical processors. This aspect may lead to important losses for the parallelization 
efficiency, where the relation between the time required for data transferring and the time required for data processing 
plays an important role. When the number of logical processors adopted in a parallel analysis is relatively high, 
communication orders must be established to avoid losses of time associated to communication queues. Masuero (2009) 
presented a communication scheme for a general situation where n logical processors have to communicate with the 
remaining logical processors (or some of them), which may be described as follows: 

1) The logical processors considered in the parallel analysis are set in a ring arrangement; 
2) A matrix containing communication steps for each logical processor is obtained considering the following 

expression: 

      

11 intint 2
INC ( 1)           with: 

1mod
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ij k kl
kkij il
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where line i represents the communication step for a specific logical processor denoted by column j, int is the integer 

result obtained from the operation 1
2

i +  and mod is the rest of that result. 

3) The present procedure begins by adding the values observed in the first row of the matrix of communication 
steps to the number of their respective logical processors, which are identified from their column positions. 
The communication is established with that logical processor whose number is obtained from the previous 
operation. 

4) If exchange of data is not expected with the logical processor indicated in the matrix of communication steps, 
the present logical processor goes to the next communication step (next row in the matrix of communication 
steps). For a specific communication step, each logical processor may be executing a different communication 
step (a different row in the matrix of communication steps). 

5) If a reciprocal communication is not observed, the present logical processor waits for the next reciprocal 
communication.  

6) If a reciprocal communication is observed, communication is performed and every logical processor goes to 
the next communication step. 

7) The steps 4 to 6 are repeated until all logical processors have completed their n-1 communication steps. 
An example showing an arrangement with 8 logical processors communicating each other is illustrated in Fig. 3. 

Continuous lines indicate reciprocal communications between logical processors and dashed lines stands for a logical 
processor initiating communication without reciprocity, which is identified by a dashed square. Logical processors with 
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all communications completed are represented by hexagons fulfilled with grey colour. Considering that the number of 
minimum communication steps for an ideal arrangement with n logical processor is n-1, the number of penalty 
communications is defined as the number of communication steps exceeding that minimum value. In this case, 8 
communication steps and 1 penalty step are observed. It is important to notice that communications are not generally 
performed among all logical processors. 

 

 
Figure 3. Communication steps considering an arrangement with 8 logical processors communicating each other. 

The cluster utilized in this work was implemented using personal computers with Intel Core2 Quad 3700 Mhz 
processors and 8 Gb RAM. Each individual machine is connected to a Gigabit Ethernet 100/1000 Mbps switch. The 
opertional system is Windows XP Professional. The present numerical code was written utilizing the FORTRAN90 
language and the Compaq Visual Fortran Compiler version 6.6c with the MPICH library version 1.2.5. The 
parallelization model adopted here is that where no master machine is employed, which is also referred as to hostless 
program. Consequently, all logical processors are running the same code and data are transferred among the logical 
processors involved in the parallel analysis. In addition, each logical processor can access all data on their local hard 
disc. The work charge for each logical processor is defined considering nodal partitioning and the number of logical 
processors utilized, where nodal reordering based on bandwidth minimization is also employed. Since the same 
computational characteristics are adopted by all nodes present in the cluster, the work is uniformly distributed. 

Further details about parallelization procedures and the numerical algorithm utilized in this work may be found in 
Braun (2007) and Masuero (2009). 

4. NUMERICAL SIMULATIONS 

Three simple models are adopted in this work in order to investigate the wind action over trees. Although porosity 
should be considered in the tree canopies owing to the foliage, the present study neglects this aspect. Consequently, the 
results obtained here may be useful for tree species with dense foliage or under extreme winter conditions, where the 
tree canopies are usually covered with snow. 

Figure 4 shows the finite element meshes and some geometrical properties utilized in the present simulations. The 
physical constants representing the fluid and time steps employed in the time discretization are shown in Table 1, 
leading to a Reynolds number (Re = ρVD/µ) = 105 for all cases analyzed here. Velocity boundary conditions are 
imposed on the front wall of the computational domains in order to reproduce an atmospheric boundary layer flow on 
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the incident wind, which is considered according to a velocity profile given by the power law equation for smooth 
flows, where velocity fluctuations are disregarded (see Eq. 7). In addition, non-slip conditions are imposed on the tree 
surfaces and on the ground. Symmetry boundary conditions are applied on the side walls and constant pressure is 
considered on the back walls. 

   
                         Model A                                                    Model B                                                   Model C 

Figure 4. Finite element meshes and geometrical configurations utilized in the numerical simulations. 

Table 1. Physical constants and additional parameters adopted in the present simulations. 

Model Parameter 
A B C 

Specific mass (ρ) [Kg/m3] 1.25 1.25 1.25 
Dynamic viscosity (µ) [N.s/m2] 6.7x10-4 2x10-4 2x10-4 

Characteristic dimension (D) [m] 3.0 2.0 2.0 
Characteristic wind speed (V) [m/s] 22.2 9.46 9.46 

Model height (h) [m] 5.5 7.0 7.0 
Reference Height (H) [m] 5.5 9.0 9.0 

Reference wind speed (UH) [m/s] 22.2 10.0 10.0 
Exponent p (see Eq. 7) 0.22 0.22 0.22 

Time step (∆t) [s] 5x10-5 2.5x10-5 4x10-5 

Time histories of some of the aerodynamic coefficients measured during the present simulations are shown in Fig. 5. 
Comparisons are then performed in Table 2, where time-average drag values calculated from the results presented in 
Fig. 5 are listed together with experimental and numerical predictions obtained by other authors. The results obtained 
with the numerical model proposed in this work agree reasonably with those obtained by the remaining references. It is 
important to notice that the present results are observed in the range of values presented by Mayhead (1973), who 
carried out extensive experimental analyses over several tree models. 
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Figure 5. Aerodynamic coefficient records obtained during the numerical simulations. 

Table 2. Drag coefficients for tree models. 

Source Drag coefficient 
Present work – Model A 0.24 
Present work – Model B 0.23 
Present work – Model C 0.55 

Mayhead (1973) – various models 0.17 – 0.56 
Koizumi (2010) – various models 0.17 – 0.33  

Gardiner et al (2000) – similar to Model B 0.29 
Yoshida et al. (2006) – similar to Model A 0.20 

In order to evaluate the flow characteristics near the model region, time-average velocity profiles along the center 
line of the computational domain are shown in Fig. 6. Results obtained here are presented in the longitudinal direction, 
which is parallel to the wind stream. Every profile position is referred to the tree position by using the relative 
coordinate x/h, where h is the model height (see Table 1). In addition, time-average pressure fields obtained with the 
present numerical model are also shown in Fig. 7, which are represented on the symmetry plane of the computational 
domain. 
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Figure 6. Velocity profiles obtained at different positions along the center line of the computational domain. 
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Figure 7. Time-average pressure fields obtained on the symmetry plane of the computational domain. 

The wind environmental conditions around the tree models may be evaluated from Fig. 8, where instantaneous 
streamlines obtained at t = 30s are shown. It is observed that the present formulation was able to reproduce most of the 
circulation patterns typically developed in the surroundings of bluff bodies immersed in wind streams with atmospheric 
boundary layer characteristics. Aerodynamic phenomena such as recirculation zones behind and in front of the bodies 
and separation/attachment zones were reproduced in accordance with experimental observations (see Simiu and 
Scanlan, 1996). 

   

   
Figure 8. Instantaneous streamlines obtained at t = 30s. 

The computational performance of the parallelization scheme adopted in this work may be verified using some 
parameters such as Speed-up (Sp) and Efficiency (Ep), which is evaluated as function of the number of logical 
processors (p) and number of finite elements. In Fig. 9, the Speed-up and Efficiency curves obtained in this study are 
presented. 
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Figure 9. Computational performance obtained by the parallelization scheme utilized in this work. Speed-up: Sp = 

T1/Tp, T1 – execution time corresponding to the sequential algorithm; TP – execution time corresponding to the parallel 
algorithm with p logical processors; Efficiency: Ep = Sp/p. 
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5. CONCLUSIONS 

In the present work, numerical simulations to investigate the wind action over tree models were carried out using a 
numerical model to analyze wind engineering problems. A parallelization methodology was also introduced in order to 
improve the algorithm performance for applications characterized by dense finite element meshes. The results obtained 
here demonstrate that the present model can be applied to tree aerodynamics, although some additional features must be 
implemented in the numerical code to take into account important aspects associated to porosity of the tree canopy. 
Moreover, the parallelization methodology utilized in this work reduced significantly the execution time required by the 
sequential algorithm. Nevertheless, Speed-up (Sp) and Efficiency (Ep) evaluations performed here indicate that some 
modifications are necessary to improve the computational performance when a large number of logical processors are 
employed in the parallel analysis.  
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