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Abstract. Many surfaces, such as ship hulls or wind turbines are typical examples of free form surfaces and optical 

measuring systems are increasingly used for the measurement of these surfaces. A portable optical system, capable of 

measuring free form surfaces over large areas, comparing them with reference surfaces and locally project color maps 

onto the surface to signal parameters of interest, was developed within this work. The system merges passive and 

active stereo vision. Algorithms perform the calculation intrinsically structured point clouds into a single regular 

mesh, allowing the use of any number of cameras and structured light projectors. The calibration of the projector, as 

an inverted camera, allows calculating and designing a color map, to signalize surface features, helping the 

dimensional control of the object and monitoring of machining. Experimental evaluations, using different kinds of 

geometric patterns and free form surfaces demonstrate the feasibility and the advantages of using the proposed 

methods. 
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1. INTRODUCTION 

 

Many surfaces, such as ship hulls, fairing of automobiles and rotors of water or wind turbines are typical examples 

of free-form surfaces. Like any pieces produced by industry, parts that contain free-form surfaces should also be 

measured, to ensure that the product function is performed satisfactorily. Optical metrology systems are increasingly 

used for the measurement of free-form surfaces. Measurements by optical principles have several advantages: 

(a) contact free measuring, (b) high speed measurements, where millions of points can be measured within seconds, 

(c) high portability and (d) measurement uncertainties that are comparable to contact measurement systems 

(Pinto, 2010). 

A portable optical system, capable of measuring free-form surfaces over large areas to compare them with reference 

surfaces and locally project color maps on the surface to signal parameters of interest, was developed within this work.  

The system merges passive and active stereo vision. Circular targets are used to concatenate three-dimensional point 

clouds in a global coordinate system. Algorithms perform the calculation of these intrinsically structured point clouds 

into a single regular mesh, allowing the use of any number of cameras and a structured light projector. These algorithms 

also allow measuring the points in several coordinates systems and points of interest  in predefined directions. The 

calibration of the projector, as an inverted camera, allows calculating and designing a color map, to signalize surface 

features of interest, helping the dimensional control of objects and monitoring of machining.  

Experimental evaluations, using different kinds of geometric patterns and free form surfaces demonstrate the 

feasibility and the advantages of using the proposed methods. 

 

2. FREE-FORM SURFACE MEASUREMENT 

 

The measurement of free-form surfaces is usually done by measurement of three-dimensional points, using a 

mechanical probing system or by optical techniques. In the following are some optical techniques and variations that 

can be used for the measurement of free-form surfaces. 

 

2.1. Close range photogrammetry 

 

Close range photogrammetry consists of methods for acquisition and interpretation of images to determine the shape 

and location of an object from two or more images taken from different angles. The technique converts the two-

dimensional information contained in images, in three-dimensional information of the object. For the calculation of 

three-dimensional points, the principle of triangulation is used, which determines lines connecting points on the object 

of its various projections of the images acquired. These lines are constructed from the pinhole camera model, dominant 

in computer vision for 3D scene reconstruction based on image acquisition (Luhmann, 2003)(Daniilidis and Klette, 

2006). 
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The pinhole model considers that the projection of an image on a screen through a lens can be described by 

projecting 3D points in a plane through a central point called the center of projection. For any point M in 3D space, its 

representation in the image m is located where the line joining M with the center of projection C intersects the image 

plane π. The projection m = (x.w, y.w, w)
T
 of a 3D point M = (X, Y, Z, 1)

T
 in the plane π can be described by the 

equation (Hartley and Zisserman, 2003)(Zhang, 1998)(Zhang,1999)(Heikkilä and Silvén, 1997): 

 

m = P.M = A.[R t].M              (1) 

 

The projection matrix P is a 3x4 matrix containing a combination of extrinsic (R, t) and intrinsic (A) parameters. 

This model does not include distortions introduced by imperfections of the lenses used, which can be quite 

significant. An usual model for the correction of radial and tangential distortion is mapping the distorted coordinates, 

which are captured by cameras, for the corrected coordinates (Moumen et al, 2003)(Weng et al, 1992) (Heikkilä and 

Silvén, 1997). The final 3D coordinates of the object can be calculated through a simultaneous optimization of these 

data, in a technique known as bundle adjustment (Triggs et al, 2000). 

In practice, several images are taken at different positions and rotations of the camera, with a high degree of 

convergence, coverage and redundancy in relation to the object. Length standards in the same scene are used to perform 

the measurement as scale and for the self-calibration of the camera. For the determination of the measurement points 

coded and uncoded targets are placed strategically (Lima, 2006)(Remondino and Fraser, 2006)(Rautenberg and 

Wiggenhagen, 2002) (Raguse and Wiggenhagen, 2003). 

 

2.2. Stereo vision 

 

Stereo vision is a method for the three-dimensional reconstruction of a scene from corresponding points by 

triangulation with two cameras, which can be considered a special case of photogrammetry (Kanatani et al, 2008). In 

this case, the intrinsic camera parameters and the relative position between the cameras are not changed during the 

measurement, thus the calibration parameters are fixed, allowing to calibrate the measurement system as a preliminary 

step to measurement (Stivanello, 2008) (Sünderhauf and Prötzeler, 2006). 

To perform the triangulation and determine the three dimensional position of a point it is necessary to determine its 

corresponding position in each of the two images. The epipolar geometry describes the geometric relationship between 

two independent images of the observed scene. It is depending only on the calibration parameters, and can be used to 

facilitate the determination of corresponding or homologous points, in images (Hartley and Zisserman, 2003). 

One of the constraints imposed by epipolar geometry, is that a 3D point which is projected onto a point m in a 

camera must lie on on a epipolar line in other camera image (Stivanello, 2008) (Fantin et al, 2007) (Hartley and 

Zisserman, 2003). Accordingly the search for a homologous point is restricted to a straight line. From the pinhole 

model, the previously collected calibration data (by methods described in (Zhang, 1998) (Zhang, 1999) (Zhang et al, 

2006) (Heikkilä and Silvén, 1997)) and the homologous points in each image, it is possible to determine the lines in 3D-

space that may contain these points. The intersection of these lines determines the position of point M in space by the 

triangulation process. 

For the determination of homologous points, without help from other systems or special markers, the scene must 

contain discrete individual forms that do not form a homogeneous texture (Harris, 1988) and allow the use of simple 

correlation (Nister et al, 2004) (Sünderhauf and Prötzeler, 2006). For the measurement of parts that have a 

homogeneous texture, special markers, such as circular targets or auxiliary systems for the projection of structured light 

may be used. 

 

2.3. Fringe projection  

 

A technique widely used today to measure surfaces, with high density of points, quickly and automatically, is fringe 

projection or topogrammetry (Fantin, 1999) (Pinto, 2010). The projection of structured light sequences with phase 

shifted sinusoidal fringes, allows the measurement of a surface with a high density of points, as it enables the creation 

of a highly effective signature for identification of homologous points. For phase unwrapping a robust technique using a 

second sequence of binary images called "Graycode" can be used. It allows an unambiguous determination of the fringe 

order (Proll, 2004) (Bräuer-Burchardt et al, 2008). From the absolute phase maps of the both cameras it is easy to detect 

fast and precisely homologous points. 

A variation of the principle is the phase map profilometer, where for each pixel of the camera a polynomial that 

correlates the phase value with known positions of a calibration plane is calculated. Later these polynomials are used to 

determine the 3D positions of points out of measured phase values (Sitnik et al, 2002) (Xiaoling, 2005) (Fujigaki and 

Morimoto, 2008). Another variation is to use a calibrated projector as an inverted camera, from the point of view of 

geometrical optics. In this case, the homologous points are determined out of the phase map acquired by the camera and 

the projected phase map (Zhang et al, 2006). The triangulation is then performed equal as in the case of two cameras 

(Zhang, 1998). 
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To measure large parts, where different positions of the system may be required, some techniques can be used to 

concatenate the measurements (Kühmstedt et al, 2004): perform a known relative movement between the system and 

the object (Nerosky, 2001) (Halioua et al, 1985), use the phasogrammetry technique with auxiliary cameras (Kühmstedt 

et al, 2004), use the aid of photogrammetry (Luhmann, 2003) (Reich, 2000) or the assembling of several measurements 

using mathematical methods for the alignment and concatenation as Iterative Closest Point (Geron `es, 2007).  

 
2.2. Self-referencing sensors 

 
One type of self-referencing sensor can be the self-referencing laser profilometer, which uses the fusion of two 

principles in one portable device, stereo vision (passive triangulation) in combination with laser triangulation (active). 

The self-referencing is referring to the lack of external aids for referencing the overall measurement, allowing a manual 

handling of the device and offering high flexibility (Hébert, 2001) (Strobl et al, 2009). The stereo vision is used to 

determine the position of the sensor in relation to the part of interest and laser triangulation to measure the surface by 

the projection of laser lines onto it. The information of sensor position is used for the concatenation of the data 

measured at different positions in a single coordinate system. 

The stereo vision enables the calculation of 3D coordinates of marks in a single acquisition, and techniques such as 

ego-motion or visual odometry can be used to calculate the movement of the device between successive acquisitions 

(Childers and Edwin, 2007) (Tina et al, 1996) (Vassal, et al, 2007) (Majid, 2008). Another approach includes merging 

data from other sensors such as inertial, which captures the movement of the system in six degrees of freedom (Strobl et 

al, 2009). Anyway it is possible to perform the self-location of the system using only the 3D measurement data of the 

makers. These marks or targets should be distributed on the part in a way that at least three must be visible between 

successive acquisitions (Hébert, 2001) (Khoury, 2006). 

The calculation of points on the surface by active triangulation is based on the position of structured laser light 

captured by the cameras (Nerosky, 2001) (Bonacorsi, 2004). The laser light is usually in the form of a point, line, 

multiple parallel lines or a pair of concurrent lines (Bonacorsi, 2004)(Geron `es, 2007)(Hébert, 2001). By merging data 

extracted from the active and passive triangulation sensors, it is possible to reconstruct the shape of the surface. 

 

3. DEVELOPED SYSTEM 

 

The developed system incorporates several features enabling the measurement of large free form surfaces. It also 

allows comparison between surfaces and signaling the measured surface by the projection of color maps. A complete 

description of this work can be found in (Pinto, 2010). 

The system basically has two measurement modes the stereo-photogrammetric and topogrammetric. The first 

method measures the three dimensional position of targets, scattered over large areas in relation to a global coordinate 

system. The other measures in detail a small area of the piece and aligns it with the global coordinate system, into a 

single regular mesh defined in the XY plane. Both modes use two cameras and a structured light projector. 

In stereo-photogrammetric mode, the image acquisition by two cameras allows the reconstruction of three-

dimensional target positions into a single global coordinate system. In topogrametric mode the detailed measurement is 

performed by the projection and acquisition of structured light projected on the object, allowing the calculation of the 

absolute phase map and a cloud of dense three-dimensional points (e.g. millions of points). The points are referenced in 

the global coordinate system, with defined step in X and Y direction. 

Two surfaces can be compared using relatively simple algorithms. The data of the two measurements may be 

calculated in relation to the same coordinate system with the same ordinates and abscissa (X, Y) for each point. To 

signal characteristics of interest onto the surface, it is possible to calculate and project color encoded maps with the 

multimedia projector. 

 

3.1. Measurement principle 

 

A new way to make measurements where the measured object points form a regular grid in X- and Y-direction 

equally spaced points was developed. In contrast to most other systems using fringe projection only one set of phase 

maps is needed, thus requiring merely the projection of  sinusoidal fringe images with one fringe orientation. One main 

advantage of the technique proposed here is that surface data maybe stored in matrices consisting only of the Z-values. 

But it requires a special technique for the calculation of the topography points, which will be explained briefly here, a 

detailed description may be found in (Fantin et al, 2007) (Fantin et al, 2008) (Pinto et al, 2009) (Pinto, 2010).  

As a first step a coordinate system is chosen in a convenient manner in the object volume. In principle it does not 

matter what type of coordinate system is used, e.g. cartesian, cylindrical, spherical or any other type, but for sake of 

simplicity we will explain the principle using cartesian coordinates. Then a regular grid of object points is defined in the 

selected coordinate system with the desired point density.  

From the phase maps acquired by the cameras and the X and Y coordinates of each point of the regular grid, the 

search for the according Z coordinate is performed numerically. The value of Z is changed and the resulting 3D point is 
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projected onto each image plane of the cameras (and projectors) using the projection equations (1) and distortion 

correction. The phase value corresponding to the calculated camera pixel is determined with subpixel resolution. 

Theoretically, for the correct value of the Z coordinate the phase value should be equal for all the cameras. In practice, 

when only two cameras are used, the smallest difference between the phase values must be found. If three or more 

cameras are used, the Z search stops when the smallest variance between the phase values is found.  

Thus, the estimate of the Z coordinate associated with each grid point (X, Y) is determined. The principle can be 

seen in Fig. 1: for different Z coordinates, for a grid point (X, Y), their according points in the images of the cameras are 

calculated. 

 
Figure 1: Z coordinate determination for an object point with pre-defined X, Y coordinates. 

 

The algorithm can be summarized as: 

1. Define the X, Y coordinates for the grid to be tested; 

2. Define the limits of the Z value variation: Zmin and Zmax; 

3. Set ΔZ dividing the interval between Zmin and Zmax in n parts; 

4. Project each point M formed by the coordinates X, Y and (Zmin + ΔZ * i) with i = 0,1,..., n, on the phase maps 

using equation (1) and inserting the distortion for each camera or projector. 

5. Determine the projected point with the smallest difference or variance between the phase values; 

6. Set new values for the interval Zmin, Zmax and the increment ΔZ surrounding the determined Z value with the 

lowest phase difference; 

7. Return to Step 3 and restart the search with the new values of Zmin, Zmax and ΔZ until the phase difference or 

variance is sufficiently small; 

8. Set the Z coordinate with the lowest phase difference; 

9. Return to step 1 to measure another point of the predefined grid, i.e. different X and Y, until the Z values for all 

points are calculated. 

With the techniques exposed in this section, it is possible to perform the measurement of a dense cloud of points 

(which can be millions of points) in relation to a local coordinate system. The calculated points are organized in a 

regular grid and are equally distant with a userdefined distance between each other in a predefined coordinate system. 

 
3.2. Concatenation 

 

To perform the concatenation of the measured targets it is necessary to estimate the movement of the system 

between acquisitions. The technique used to perform the concatenation can be called stereo odometry and is described 

by Sünderhauf and Prötzeler (2006). To determine the correspondence between two consecutive acquisitions of partially 

overlapping surface areas, an exhaustive search within all possible combinations of always three detected markers is 

done for each acquisition. The transformation, with the smallest error, is used to transform all surface points of the 

second acquisition to coordinate system of the first one. All pairs of points whose distance is below a threshold are used 

for a second iteration for a refining of the transformation. Markers that have a low distance value between them are used 

to recalculate the markers‟ positions by means of an averaging. The other markers are added as new ones to the list. 

Using the concatenated list of markers it is possible to define the global coordinate system of interest. 

The concatenation of several acquisitions results in a cloud of points with regular grid extended to all acquisitions. 

The cloud of points for each acquisition is calculated in relation to the coordinate system of interest defined by the 

measured and concatenated markers. To perform the measurement, the transformation matrix Gq is used and relates the 

position q of the measurement coordinate system (MCS) to the global coordinate system (GCS), as illustrated in Fig.2. 

mA 

M 

X 

Y 

Z 
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CA 

CB 

mB 

Surface 

Camera A 
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Thus, for each camera (or projector) the projection equation is used with the processed extrinsic parameters that the 

positions of the cameras are expressed in the global coordinate system: 

 

m = A.Gq.M          with:   Gq = [R t]cam . [R t]q            (2) 

 

M is calculated similarly to that shown in Fig.1, but with projection equation (2), resulting in a single regular mesh, 

extended to all positions of the system. The boundaries of the grid for each measurement (Xmin, Ymin, Xmax and Ymax) 

are transformed so that the measured points cover the whole measurement volume in relation to the global coordinate 

system. For each position q of the system, the same processing is performed for both cameras, as shown in Fig.2, whilst 

the fixed relationship between the cameras which is included in the previously done calibration is kept constant. 

 

 
Figure 2. Coordinate systems relations for the concatenation of different clouds of points (Pinto, 2010) 

 

Two clouds of points measured with a partial overlapping of the X and Y coordinates deliver points in the extended 

regular grid defined by the GCS, with exactly the same X and Y coordinates in the overlapping area. But the Z 

coordinates of these points are not necessarily equal, due to measurement errors. So as a final step of the calculation of 

an extended regular grid in the GCS, for all points with same X and Y coordinates in overlapping acquisitions that have 

more than one Z coordinate a final Z coordinate is calculated by simply averaging the calculated Z values. 

 

3.2. Surface comparison 

 

The regular grid offers a great advantage when two surfaces should be compared, as the comparison results in 

simply calculating the differences of the Z coordinates for each point of the grid with the same X and Y coordinates. But 

for this direct comparison, the global coordinate system of the measurement must be chosen carefully because 

significant errors can be introduced depending on the choice of the coordinate system. 

In general, the direct comparison of Z coordinates can be applied for a wide range of applications and is quite 

simple to implement. Figure 2 shows two different coordinate systems where in (a) the Z direction of the measurement 

coordinate system is far from the surface normal vector, introducing errors in the comparison. In (b) the Z direction of 

the measurement coordinate system allows a direct comparison between two measurements not introducing additional 

errors. 

 

 
 

Figure 3. (a) Incorrect and (b) correct coordinate system for the direct comparison of Z coordinates (Pinto, 2010). 
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As a result, a mesh of differences in Z can be calculated with a low computational effort, unlike conventional 

comparisons between clouds of points that may require the determination of the correspondence between points on the 

surfaces before making the comparison. 

 
3.3. Signaling 

 

To assist in locating areas of special interest on a surface, the projection of a color map onto the surface can assist 

visual inspections or be used for monitoring the progress of a machining process. The criterion for the association of 

colors to a point on the surface can be for example proportional to the difference from the reference surface, the 

curvature at each point, the amplitude of the Z coordinate, or other criteria. Also the displaying of contour lines or 

referencing regions of interest is possible. 

For the calculation of the color map and the projection of each colored point onto its physical equivalent point on 

the surface, the projector is regarded again as an inverted camera. This concept is based on a principle known as 

Helmholtz reciprocity, where the flow of light can be reversed without altering its intensity properties (Sen et al, 2005). 

As the calibration parameters of the projector are known, a measured three-dimensional point M can be projected in 

the image plane of the projector using the projection equations and distortion correction. Each calculated point a color 

can be associated with some parameter of interest that is related to the correspondent point M on the surface. This color 

map is a simple tow dimensional image, which is projected by the projector.  

Of course the calculation of the color map for the projection has to consider the actual shape of the surface, i.e. the 

shape and position of the 3D surface that should be signaled. Therefore the system has to be in the same position during 

the measurement and projection of the color map, or markers should be measured to determine the system's position in 

relation to the global coordinate system and the according coordinate transformation has to be considered in the 

calculations. 

 

4. EXPERIMENTAL RESULTS 

 

In this chapter, some of the principal results of the research project are described. First, the prototype of the 

developed measurement system is presented, followed by an evaluation of the system performance based on VDI-VDE 

guidelines and examples of surface signaling and measured parts are shown. 

 

4.1. Measurement system prototype 

 

One of the aims of the project was the development of a lightweight portable system design.. Out of the experiences 

of preliminary tests an appropriate design integrating two cameras and projector could be found. The structure is 

designed to minimize manufacturing costs, mass and volume, while maintaining sufficient structural rigidity between 

the components. Figure 4 (a) shows the mechanical design of the system and its measuring volume and (b) the 

prototype of the measurement system. 

 

      
(a)                                                             (b) 

 

Figure 4. (a) Measurement volume and (b) prototype of the measurement system (Pinto, 2010). 
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4.2. Evaluation of the system performance 

 

Specific recommendations for evaluation of the performance of optical measurement systems can be found in the 

(VDI/VDE 2634 Part 1, 2002) and (VDI/VDE 2634 Part 2, 2002) guidelines. The evaluation, which considers only one 

position of the system (i.e. without concatenation of separate measurements), can be divided into four parameters:  

ΔL - length measurement error: a comparison standard should be measured in at least seven positions of the 

measurement volume. The distances between the markers have to be calculated and compared with calibrated distances. 

The parameter ΔL is the biggest error of the calculated distances.  

RE - Flatness measurement error: a reference plane is measured at predetermined positions. RE is the largest 

magnitude of distances between the measured points and a plane calculated by a least square regression.  

RA - Probing error: is the largest magnitude of the radial deviation between measured points on a sphere and a 

sphere fitted into the measured point cloud by means of a least square regression, with a variable radius.  

SD - Sphere-spacing error: the biggest error found for the distance between the centers of two spheres. The distance 

between the spheres is determined by a least squares sphere interpolation using a previously calibrated sphere radius. 

Figure 5 (a) illustrates the measurement of a linear standard for evaluation of the length measurement error and (b) 

an image of the standard spheres used for the measurement of probing and sphere spacing error and the result of a 

measurement with the measured points and the interpolated sphere for probing and sphere-spacing error evaluation. 

Table 1. shows the main results of the experiments. These data are the maximum errors found, usually in the most 

unfavorable position for the measurements provided by the VDI-VDE guidelines. 

 

  
(a) (b) 

Figure 5. (a) Standard used for evaluating the length measurement error and (b) standard spheres used for the 

measurement of probing and sphere-spacing error and measured points with fitted sphere (Pinto, 2010). 

 

Table 1. Experimental results for a measurement volume of (200x200x200) mm³. 

 Parameter Value [mm] 

ΔL - Length measurement error 0,28  

RE - Flatness error 0,32 

RA - Probing error
 

0,21 

SD - Sphere-spacing error
 

-0,41 

 

4.4. Surface signaling 

 

A qualitative experiment using a manually constructed free-form surface was realized to show the measurement and 

projection of a color map associated with the Z coordinates including iso-height-lines. The images in Fig. 6 show (a) the 

image calculated for projection with colors and iso-height-lines indicating a height difference of 2 mm according to the 

local object height and (b) a photograph of the signalized part. 

 

  
(a)                                                             (b) 

Figure 6. (a) Image calculated for projection and (b) surface signalized for inspection (Pinto, 2010). 
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No experiments were done to quantitatively evaluate the accuracy of the color projections used for signaling, but 

the algorithms used to calculate the projected image are the same used for the calculation of the surface Z coordinates 

explained above and which were validated experimentally. So, we do not expect errors in the indication of surface 

parameters, larger than the ones determined by the evaluation of the measurement system. The largest errors are 

expected in the color representing a certain object point as it is calculated by the difference between two surfaces. The 

lateral position of the point itself, which depends only on the measurement accuracy and the actual position of the 

measurement system should not exceed the measurement accuracy. 

 

4.5. Measurements examples 

 

Some free form surfaces were measured to illustrate the operation of the system. Figure 7 (a) shows projected 

sinusoidal fringes used for the measurement of the face of a mannequin (b) shows the resulting cloud of points from a 

single measurement. Figure 8 (a) shows the image of a cavity filled with welding seems (b) is the result of the surface 

measurement and (c) local surface height signalized by the projection of a color map. The values for the measurement 

uncertainty in these examples are no greater than the values found using the VDI-VDE guidelines. 

 

 

 

 

 

 

(a) (b) 

Figure 7. (a) Sinusoidal fringe projected on the mannequin face which is used in the measurement process and 

(b) resulting point cloud from the measurement (Pinto, 2010). 

 

 
(a) 

 
(c)  

(b) 

Figure 8. (a) Cavity filled with welding seems (b) measurement result and (c) signaling of the free form surface 

according to its local height (Pinto, 2010). 
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5. CONCLUSIONS 

 

We presented in detail the measurement and concatenation algorithms for the measurement of large surfaces in a 

single regular grid of points. The algorithms and a prototype measurement system were evaluated using the VDI/VDE 

guidelines and showed their functionality. Using the comparison of surfaces as an example we demonstrated the 

advantages of the presented system over other previously developed techniques. Future works include the optimization 

of the algorithms in order to minimize the processing time necessary to view the results. 
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