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Abstract. In this paper we present a new control approach for a quadrotor mini-helicopter using the model
predictive control (MPC) technique. The formulation employed is based on a linear prediction model obtained by
linearizing the plant’s dynamics around an equilibrium point. The optimal control sequence is implemented in
a receding-horizon strategy. The optimization is repeated at each sampling instant, taking into account the new
sensor readings. The MPC’s ability in handling operational constraints on input and output variables is explored
to ensure position control and overall system stabilization with a single layer control design. This control loop
with only one predictive controller is the main contribution of this work. Various simulations of a quadrotor
show the good performance of the proposed control law and simulation results are compared with conventional
linear PID control and nonlinear backstepping control.
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1. INTRODUCTION

Developing autonomous miniature flying robots for indoor and outdoor operations is among the great chal-
lenges in robotics research (Becker et al. (2006)), (Adigbli et al. (2007)), (Tayebi and McGilvray (2006)). In fact,
great difficulties arise in these vehicles’ design for operation in unknown environments, mainly because of the
necessity for lighter, smaller systems with cost and power consumption restrictions, which implies performance
limitations.

Currently, the interest for vertical take-off and landing (VTOL) vehicles is growing, since their ability to
hover flight and their lack of necessity for runways make them well-suited options for supervision, inspection, and
work in environments where space is limited and high maneuverability is required (Bouabdallah (2007)). In this
context, the quadrotor shows itself to be advantageous in terms of applicability for its simplified mechanics, stable
hover flight, and high payloads. However, because quadrotors are nonlinear, multivariable and underactuated
mechatronic systems, the problems of stabilization and position control become challenging.

The quadrotor is said to be an underactuated system because its dynamical model has six outputs (x, y, z, φ, θ,
ψ) and only four independent inputs (each one of its rotors). Therefore, it is not possible to control all of the
states at the same time (Madani and Benallegue (2006b)). In this scenario, a good controller should be able to
reach a desired Cartesian position (x, y, z) and a desired yaw angle (ψ) while keeping the stabilization of the
pitch (θ) and roll (φ) angles (Madani and Benallegue (2006a)).

A considerable amount of effort has been invested in controlling quadrotor helicopters and several control
strategies have been tested. Feedback linearization method was first used by Mistler et al. (2001) to make a
quadrotor track a reference trajectory. Bouabdallah et al. (2004) compared the performance of two model-
based control techniques for stabilization of this kind of helicopter: a classical PID approach, which assumed
simplified dynamics, and a modern LQR technique based on a more complete model. Castillo et al. applied
nested saturations control to specify a quadrotor’s position and stabilize its attitude (Castillo et al. (2004a)),
(Castillo et al. (2004b)). In (Xu and Ozguner (2006)), a sliding mode controller is proposed to stabilize a
class of cascaded underactuated systems. Another common approach to quadrotor control is the backstepping
technique. Bouabdallah and Siegwart (2005) proposed a backstepping controller using a quadrotor’s simplified
model and a special decomposition of the control law. Madani and Benallegue used traditional backstepping
(Madani and Benallegue (2006a)) and Full State Backstepping (Madani and Benallegue (2006b)) techniques
having in mind that the quadrotor can be seen as three interconnected subsystems.

More recently, two papers presented interesting approaches using a model predictive controller (MPC) in the
control loop. In Raffo et al. (2008), the control structure consists of a MPC to track the reference trajectory and
a nonlinear H∞ controller to stabilize the rotational movements. A similar approach is used in (Alexis et al.
(2010)), where a MPC is designed to establish a robust control law for position, while a feedforward controller
performs the aircraft’s stabilization. The MPC technique consists of solving a moving-horizon optimal control
problem. Such a solution is reiterated at periodic intervals (normally, at each sampling period) based on sensor
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feedback information (Camacho and Bordons (1999)). The main features that have contributed towards the
popularity of predictive controllers, according to Maciejowski (2002) and Vada et al. (2001), are the ability to
cope with transport delays and large numbers of controlled and manipulated variables, as well as the enforcement
of operational constraints, which is of value to reduce the number of emergency stops and system downtime.
Because of their constraint handling feature, predictive controllers are a promising option to ensure a safe
operation in quadrotor control (Maciejowski (2002)), since MPC is able to increase the flight envelope, without
compromising system reliability, even if the actuators employed operate close to their saturation limits.

In all referred papers, the control loop uses two controllers: the MPC for position control and a second
controller for stabilization. In this paper, a new approach is presented using a configuration with only one
controller. The MPC’s ability to incorporate operational constraints on input and output variables is explored
to ensure position control and overall system stabilization. A state-space MPC formulation is used, which
is based on a linear prediction model obtained from linearization of a quadrotor’s nominal physical model
around an equilibrium point. Simulation results evaluate the MPC’s performance using the complete model of
a quadrotor’s dynamics.

2. System Description and Modelling

The object of study in this work is a quadrotor helicopter, which consists of four propulsion rotors, usually
arranged in a cross configuration, fixed at the ends of a rigid body, as shown in Figure 1. The illustrated
quadrotor is currently being developed in our laboratory and its physical parameters (see Fig. 1) are used in
this work’s numerical results.

Figure 1: Quadrotor and its coordinate systems and parameters.

The helicopter’s dynamics can be described by a nonlinear 12th order model with states corresponding to
Cartesian positions x, y and z (in meters); the attitude angles φ (pitch), θ (roll), and ψ (yaw) in radians;
and their respective rates (ẋ, ẏ, ż, φ̇, θ̇, ψ̇). The manipulated variables used for control are the four propellers’
rotational speeds. The dynamical model’s equations can be obtained by the Lagrange-Euler formalism, as
presented in (Santana and Braga (2008)) and (Santana and Borges (2009)). The system can be described by
the following ODE:

ξ̇ = f(ξ, u) (1)

where ξ = [x ẋ y ẏ z ż φ φ̇ θ θ̇ ψ ψ̇]T is the state vector and u = [Ω1 Ω2 Ω3 Ω4]
T is the control input (in

radians per second), where Ωi is the rotation imposed on the i-th motor. Owing to the extension of the resulting
equations, they are omitted here. For a complete development, please refer to (Santana and Braga (2008)).

The helicopter’s movements stem from changes in the propellers’ rotations. Vertical movement is made by
simultaneously increasing (up) or decreasing (down) the rotors’ speeds. Longitudinal motions are achieved by
means of changes in the front and rear rotors, while lateral displacements are performed using the speed of the
right and left propellers. Yaw movement is obtained from unbalances in the counter-torque between each pair
of propellers, i.e., accelerating the two clockwise-turning rotors while decelerating the counter-clockwise ones
yields a counter-clockwise movement, and vice-versa.

The quadrotor’s dynamics was approximated by a linear model using a first-order Taylor expansion around an
equilibrium point. In this work, it is used the following open-loop unstable equilibrium point ξ = [0 0 0 0 10 0 0 0
0 0 0 0]T and u = [192.8 192.8 192.8 192.8]T , which correspond to a hover flight condition at a 10m height. In
this condition, the linear model is characterized by the matrices Ac and Bc.

ξ̇ = Acξ +Bcu (2)
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For digital implementation, however, this model had to be discretized. The sampling period is adopted as
Ts = 50ms and a zero-order-hold was included at the controller’s output. After linearization and discretization,
is obtained a model of the form

ξ(k + 1) = Aξ(k) +Bu(k) (3)

y(k) = Cξ(k)

By defining the state and output vetors as ξ = [x ẋ y ẏ z ż φ φ̇ θ θ̇ ψ ψ̇]T and y = [x y z φ θ ψ]T and
considering a quadrotor with parameters specified in Fig. 1, the model matrices are the following:

A=





































1.0 0.05 0 0 0 0 0 0 0.0123 0.0002 0 0

0 1.0 0 0 0 0 0 0 0.4905 0.0123 0 0

0 0 1.0 0.05 0 0 −0.0123 −0.0002 0 0 0 0

0 0 0 1.0 0 0 −0.4905 −0.0123 0 0 0 0

0 0 0 0 1.0 0.05 0 0 0 0 0 0

0 0 0 0 0 1.0 0 0 0 0 0 0

0 0 0 0 0 0 1.0 0.05 0 0 0 0

0 0 0 0 0 0 0 1.0 0 0 0 0

0 0 0 0 0 0 0 0 1.0 0.05 0 0

0 0 0 0 0 0 0 0 0 1.0 0 0

0 0 0 0 0 0 0 0 0 0 1.0 0.05
0 0 0 0 0 0 0 0 0 0 0 1.0





































, B=





































0 0 0 0

−0.0002 0 0.0002 0

0 0 0 0

0 0.0002 0 −0.0002
0.0001 0.0001 0.0001 0.0001

0.0021 0.0021 0.0021 0.0021
0 −0.0012 0 0.0012

0 −0.0472 0 0.0472
−0.0012 0 0.0012 0

−0.0472 0 0.0472 0

0 0 0 0

0.0001 −0.0001 0.0001 −0.0001





































C =















1 0 0 0 0 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0 0 0

0 0 0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 0 0 1 0















(4)

3. Predictive control formulation

Figure 2 presents the min elements of the discrete-time predictive control formulation adopted in this work.
In this figure, u(k) ∈ R

p, y(k) ∈ R
q, and r(k) ∈ R

p denote, respectively, the manipulated variables (plant’s
inputs), the controlled variables (plant’s outputs), and the reference signals. The plant’s model (Eq. 3) is
employed to calculate output predictions (ŷ(k+ i|k)) up to N steps in the future, where N is termed“Prediction
Horizon”. Such predictions are determined on the basis of the state (x(k)) measured at the present time (k-th
sampling instant) and they are also dependent on the applied control sequence ∆û(k+ i− 1|k). The increments
in control are denoted by ∆û(k+ i− 1|k) = û(k+ i− 1|k)− û(k+ i− 2|k) and the hat symbol (ˆ) denotes that
the optimal control sequence at time k can still change.

The optimization algorithm is aimed at determining the sequence of future control increments ∆û(k − 1 +
i|k), i = 1, ...,M , that minimize the cost function specified for the problem subject to constraints on the plant
inputs and outputs. The value of M (“Control Horizon”) is typically smaller than N , and the optimization
assumes that ∆û(k − 1 + i|k) = 0 for M < i ≤ N . The control is implemented in a receding horizon manner,
where only the first element of the optimized control sequence (u∗(k)) is applied to the plant and the optimization
is repeated at the next sampling instant, on the basis of fresh measurements.

u*(k)
Optimizer

Prediction
Model

Plant

Cost
Function Constraints

∆u*(k)

∆u(k−1+i|k)
i = 1,…, M

y(k+i|k)
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Predictive Controller

y(k)
Discrete

Integrator

^

Figure 2: Predictive control loop employing state feedback. The optimal control at instant k is denoted by u
∗(k).

The following cost function, which penalizes tracking errors at q plant outputs and control variations at p
plant inputs, was adopted:

J(∆Û) =

q
∑

j=1

N
∑

i=1

µj [ŷj(k + i|k)− rj(k + i)]2 +

p
∑

l=1

M
∑

i=1

ρl[∆ûl(k − 1 + i|k)]2 (5)
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where ρl > 0; l = 1, . . . , p and µj ≥ 0; j = 1, . . . , q. The design parameter ρ may be adjusted to achieve
a compromise between minimizing the output tracking error and minimizing variations on the control signal.
Decreasing ρ tends to increase the speed of the closed-loop response at the cost of a larger control effort and a
greater sensitivity to measurement noise.

The use of control variations in the cost function formulation aims to provide the controller with an integral
action, allowing offset-free tracking (Maciejowski (2002)).

By defining an output weighting matrix Wy as

Wy =











Σ(µ) 0q×q · · · 0q×q

0q×q Σ(µ) · · · 0q×q

...
...

. . .
...

0q×q 0q×q · · · Σ(µ)











,where Σ(µ) =











µ1 0 · · · 0
0 µ2 · · · 0
...

...
. . .

...
0 0 · · · µq











and an input weighting matrix Wu in a similar manner (using weights ρl), the cost function can be rewritten in
the form

J(∆Û) = (Ŷ −R)Wy(Ŷ −R)T +∆ÛWu∆Û
T (6)

where

R =







r(k + 1)
...

r(k +N)






, Ŷ =







ŷ(k + 1|k)
...

ŷ(k +N |k)






, ∆Û =







∆û(k|k)
...

∆û(k +M − 1|k)






(7)

The relation between Ŷ and ∆Û can be expressed by a prediction equation based on an incremental state-
space model. By assuming a linearized model of the form showed in Eq. 3, the incremental model can be written
as

∆x(k + 1) = A∆x(k) +B∆u(k) (8)

∆y(k) = C∆x(k)

Therefore, a prediction equation for ∆y can be written as (Maciejowski (2002))

∆Ŷ =











CB 0 · · · 0
CAB CB · · · 0

...
...

. . .
...

CAN−1B CAN−2B · · · CAN−MB











∆Û +











CA
CA2

...
CAN











∆x(k) = P∆Û +Q∆x(k) (9)

It can be easily seen that ∆Ŷ and Ŷ can be related as

Ŷ =











Iq 0 · · · 0
Iq Iq · · · 0
...

...
. . .

...
Iq Iq Iq Iq











∆Ŷ +











Iq
Iq
...
Iq











y(k) = T
Iq
N ∆Ŷ + Γ

Iq
N y(k) (10)

By using the identity in (9), it follows that Ŷ = T
Iq
N P∆Û + T

Iq
N Q∆x(k) + Γ

Iq
N y(k) = G∆Û + F , where

G = T
Iq
N P and F = T

Iq
N Q∆x(k) + Γ

Iq
N y(k). Therefore, the cost function (6) can be rewritten as

J(∆Û) = (G∆Û + F −R)TWy(G∆Û + F −R) + ∆ÛTWu∆Û =
1

2
∆ÛTG∆Û + fT∆Û + c (11)

where (1/2)G = GTWy G+Wu, f
T = 2(F −R)TWy G and c = (F −R)TWy (F −R).

It can, thus, be seen that the cost is a quadratic function of the optimization variables ∆Û . In the absence of
constraints, the control sequence ∆U∗ that minimizes the cost is given by ∆U∗ = (GTWyG+Wu)

−1GTWy(R−
F ).

If restrictions of the form umin ≤ û(k − 1 + i|k) ≤ umax, i ∈ {1, . . . ,M}, and ymin ≤ ŷ(k + i|k) ≤ ymax, i ∈
{1, . . . , N}, are to be satisfied on the manipulated and controlled variables, the minimization of the cost is
subject to the following linear constraints on ∆Û (Camacho and Bordons (1999)):
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T
Ip
M

−T
Ip
M

G
−G









∆Û ≤









BlM [umax − u(k − 1)]
BlM [u(k − 1)− umin]

BlN [ymax]− F
F −BlN [ymin]









(12)

where T
Ip
M is a lower block-triangular matrix of identities and BlN [•] is an operator that stacks N copies of a

column vector. The set of constraints (12) can be rewritten as S∆Û ≤ b. Therefore, the optimization problem
to be solved at each sampling period is one of Quadratic Programming (quadratic cost, linear constraints), for
which efficient numerical algorithms are available (Maciejowski (2002)).

4. MPC applied to a quadrotor helicopter

As mentioned in section 1., quadrotor’s dynamical model has six outputs (x, y, z, φ, θ, ψ) and only four
independent inputs. The approach used in this work was to choose four of the state vector’s variables to be
controlled. The MPC’s ability in handling constraints on output variables was explored to keep other state
variables stabilized. The idea consists of imposing “fictitious” restrictions (constraints that are not intrinsic to
the system) on two variables that are not controlled, in order to restrict their variation to a small range, thus
keeping the helicopter stable.

In order to track the desired trajectory, a possible combination of controlled outputs can be (x, y, z, ψ). For
this situation, the output weights were defined as µ = [1 1 1 0 0 10]. The weights for the pitch and roll angles
were fixed at zero because no external setpoint is imposed on these variables. The larger weight for the yaw
angle informs the controller that tracking this variable’s reference is more important than controlling the other
three Cartesian positions.

Thus, the two additional variables φ and θ are not controlled, but restrictions on their amplitudes are
imposed in order to limit the excursion of these signals to a specified range. A possible set of constraints can
be: φmax = 5◦, φmin = −5◦, θmax = 5◦ and θmin = −5◦. No formal criterion was used in setting the constraint
values to limit the signals range, so they may be changed as needed.

The restrictions imposed on the attitude angles make the system slower. If necessary, higher limits can be
imposed on the angles or adjustments can be made on the values of control parameters (ρ) in order to get a
faster control loop. Indeed, decreasing ρ tends to increase the speed of the closed-loop response at the cost of a
larger control effort and a greater sensitivity to measurement noise. In this study, the control weights were set
to ρ = [0.01 0.01 0.01 0.01] and no restrictions were imposed on other output variables.

5. Simulation Results

5.1 Methodology

All simulations were carried out using the Simulink environment in Matlabr R2010a. The dynamical system
was described using nonlinear differential equations and approximated by a 4th order Runge-Kutta integrator
with constant Ts/10. A specific Matlab S-function was written to implement the predictive control law and the
Quadratic Programming problem was solved by using the quadprog function in Matlab’s (Optimization Toolbox ).

The simulations were divided into three parts. The initial part of the study consisted of determining appro-
priate values for the prediction and control horizons. In these cases, the simulations were performed using a
10m step reference in the direction of x by keeping the elevation at a fixed operating level (z = 10m).

The second part was directed to the study of the control loop’s stability. In order to illustrate the importance
of imposing restrictions on roll and pitch angles, two different scenarios were investigated. First, no constraints
were placed on roll and pitch angles (which is equivalent to using relaxed constraints in the quadratic program-
ming algorithm). Second, a lower and an upper bound for the roll and pitch angles were set to [−5◦, 5◦], as
mentioned in section in Section 4.. The experiments consisted of the application of 10m steps references in the
three displacement variables x, y, and z. Then, to show the controller’s stability when constraints are imposed
on the two mentioned angles, the helical path

xr(t) = 2 cos(0.2t), yr(t) = 2 sin(0.2t), zr(t) = 0.2t, ψr = 0◦,

was defined as the reference trajectory.
Finally, a comparison was made between this work’s predictive control structure and two traditional tech-

niques for quadrotor control, namely the PID control technique proposed in (Castillo et al. (2004a)) and the
backstepping controller proposed in (Bouabdallah and Siegwart (2005)). Since (Castillo et al. (2004a)) performs
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only systems stabilization and attitude control, the simulation used a step reference of 10m in z displacement
variable for comparison with the MPC. References imposed on other MPC controlled variables were: xr(t) = 0,
yr(t) = 0, and ψr = 0◦. The following initial conditions were considered: x0 = 0, y0 = 0, θ0 = −4◦, φ0 = −4◦,
ψ0 = 10◦, and all null speeds. For comparison with the backstepping controller, the maneuver was carried
out by using a 10m step reference in all three displacement variables, considering the same quadrotor’s initial
conditions as the previous case.

In all simulations with constraints handling, the restrictions were imposed on the propellers’ rotations, which
were limited to the range of 0 to 4500 RPM.

5.2 Adjustment of prediction and control horizons

In order to investigate the effect of changes on the prediction horizon, M was set to 5 and five values of N
were tested (N = 20, 30, 50, 70, 90). Setting N = 20 (or smaller) rendered the control loop unstable. It can be
argued that, with a small prediction horizon, the controller cannot “see” the future effect of its actions and, as a
result, the control decisions are not adequate. Figure 3.a presents the x response for N = 30, 50, 70, 90. As can
be seen, a small prediction horizon (N = 30) tends to produce a closed-loop response with low damping, which
is in agreement with the previous discussion. Since the differences between N = 70 and N = 90 are minor,
computational requirements would favour the selection of N = 70.

After fixing the prediction horizon at N = 70, three additional tests were carried out by varying the control
horizonM (M = 3, 5, 10). Figure 3.b shows the results. As can be seen, the best result is obtained with M = 5.
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Figure 3: Adjustment of prediction and control horizons. (a) Effect of changes in the prediction horizon N for a control
horizon set to M = 5. (b) Effect of changes in the control horizon M for a prediction horizon set to N = 70.

5.3 Stability analysis

The simulation results for the controller with and without output constraints handling are shown in Figure
4. The dashed lines on the graphs of x, y, and z are the reference signals. Horizontal full lines on the graphs
of the pitch and roll angles represent the constraints imposed on these variables. As can be seen, the control
loop is stable when MPC is operating under constraints (red curves), but becomes unstable in the absence of
them. It can be argued that, without output constraints handling, the controller can apply control signals that
yield roll and pitch angles with large amplitudes. In these situations, the helicopter begins to operate in adverse
conditions, so the controller becomes unable to find a feasible quadratic programming problem that brings the
quadrotor back to a safe operating zone. This fact, combined with the system’s fast dynamics, causes instability
of the control loop. It should be noticed that the control loop remains stable for the initial 40s of simulation.
This happened because the reference steps were applied to displacement variables at different time instants.
Although the amplitudes of the roll and pitch angles were high (close to 60◦ and −60◦), they did not happen
simultaneously. At time t = 40s, however, the reference signals were changed in the three variables all at the
same time, requiring the controller to choose high values for all angles and forcing the helicopter to operate in
adverse regions, causing instability. Thus, when constraints are imposed, they ensure that the helicopter does
not enter these regions, ensuring the control loop’s stability.

Imposing restrictions on the system variables has the additional effect of extending the linear model’s validity,
which can be seen as another explanation for the stabilization phenomenon mentioned before. In order to see
that, recall that the linear model used for the controller’s prediction steps is obtained by a first-order Taylor
series expansion around the equilibrium point ξ = [0 0 0 0 10 0 0 0 0 0 0 0]T . Therefore, if one wishes to
keep the discrepancy between the linear model and the system’s dynamics to a minimum, it is important to
ensure that the quadrotor’s orientation will stay close to that of ξ, which corresponds to φ, θ, and ψ close to 0
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(zero). The price paid for stability is a slower response for the quadrotor, as shown in Figure 4. If necessary,
soft constraints can be imposed on the roll and pitch angles in order to improve the system’s response time.
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Figure 4: Stability analysis of MPC’s control loop for a quadrotor controller.

In order to illustrate the control loop’s stability, the quadrotor’s behavior following a helical trajectory in
the 3D plane (xyz) is shown in Figure 5. It can be seen that the controller is able to make the helicopter follow
the desired trajectory (offset-free tracking) and, at the same time, not violate the restrictions imposed on the
angles. It can also be noticed from Figures 4 and 5 that the controller is able, in both cases, to take the yaw
angle (ψ) to zero, as previously specified.
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Figure 5: The quadrotor tracks well the desired helical path.

5.4 Comparison with PID controllers

Figure 6 shows the performance comparison between the MPC and PID controllers. First, note that PID
control could not keep the helicopter stationary on the xy plane. This was an expected behavior, since this
controller performs only stabilization and altitude control. It was also observed that both controllers were able
to stabilize the system. However, the MPC is slower and its response is less damped, which is the price paid
to keep the helicopter stationary on the xy plane. Additionally, the higher oscillations can be assigned to the
constraints placed on roll and pitch angles. Indeed, the controller applies a control signal on the plant and
observes the increase in the angles’ values. To avoid restrictions violations, it applies a corrective signal to
reduce these values. Since the system dynamics is fast, the resulting effect is the low damping observed. Thus,
a smoother response can be obtained by increasing the maximum limits for the angles.

In Figure 6, note that the MPC’s performance is superior to that of PID in elevation control (z), since it
exhibits a lower response time and almost the same value of overshoot. Another advantage of the MPC is
null steady-state error for all variables, while the PID presents a small error in the four controlled variables
(θ,φ,ψ,z). In general, one can state that MPC’s performance was better when compared to PID. Even though
the observed behaviors in stabilization and altitude control were not much different, MPC could handle two
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Figure 6: Results obtained with MPC and PID controllers.

additional variables (x and y), keeping the quadrotor’s position totally controlled.

5.5 Comparison with a Backstepping controller

Figure 7 shows the performance comparison between MPC and a backstepping controller (BC). In the graphs
presented, it can be seen that both controllers could stabilize the system and take the quadrotor to the desired
position. It is also clear that the BC’s performance is better than MPC’s, since the three displacement variables
reach stability faster and with almost the same overshoot as the one observed for the MPC. In can be argued,
however, that the BC’s superior performance is achieved by means of greater stresses over the actuators, as
shown in Fig. 8. Because of the the fast varying rotation regime required by the BC, a propulsion system
(motors and propellers) with very fast dynamics becomes necessary. In addition, Fig. 7 shows that the BC
takes the quadrotor to very steep orientations in order to quickly move the aircraft to the desired position, a
potentially dangerous situation if operating in the presence of external disturbances (wind, for example).

The MPC, on the other hand, naturally incorporates operational and physical constraints in its control
law, which helps to ensure a safer operation. Additionally, in indoor applications and other situations where a
known flight environment is used, the MPC may include restrictions on the output variables in order to avoid
collisions. An indication of this can be seen in Fig. 9, where an asymmetric set of actuators is used to stabilize
the quadrotor. In this situation, three motors can reach a maximum rotation of 4500 RPM, while motor 3
is limited to 2700 RPM. Since the MPC takes this restriction explicitly into account when searching for the
optimal control input, it is able to circumvent this limitation and yield the control performance shown in Fig.
9. Nevertheless, similar results are not found for the BC, since its more agressive control approach makes it
unable to recover from the actuators’ saturation.

6. Conclusions

In this paper, a model predictive controller was presented to solve the stabilization and path tracking
problems for a quadrotor helicopter. Concerning related work in quadrotor control using model predictive
techniques, the proposed scheme’s main contribution lies in a control loop having only one controller. The
approach used is to control four output variables (x, y, z, and ψ), assuring position control, while imposing
restrictions on the other two output variables (θ and φ) and exploring the MPC’s ability to handle constraints in
order to ensure the system’s stability. The results obtained suggest that the approach presented here may be an
alternative to the control of unstable and underactuated systems. The MPC’s performance was compared with
two other techniques widely used in quadrotor control, namely PID and Backstepping control. Our approach
showed a better performance when compared to the PID controller proposed in (Castillo et al. (2004a)), but
could not achieve the same speed of convergence as the one shown by the BC proposed in (Bouabdallah and
Siegwart (2005)). Despite its slower response, the MPC does not require actuators as fast as the ones necessary
for the BC. Moreover, MPC’s less agressive control scheme, along with its natural ability to incorporate physical
and operational constraints, contributes to safer operating conditions.
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Figure 7: Results obtained with MPC and Backstepping controllers.

0 5 10 15
1400

1600

1800

2000

2200

2400

2600

2800

3000

3200

3400

t, seconds

M
ot

or
’s

 R
ot

at
io

n 
1,

 R
P

M

 

 

MPC
Backstepping

0 5 10 15
1400

1600

1800

2000

2200

2400

2600

2800

3000

3200

t, seconds

M
ot

or
’s

 R
ot

at
io

n 
2,

 R
P

M

 

 

MPC
Backstepping

0 5 10 15
1000

1500

2000

2500

3000

3500

4000

t, seconds

M
ot

or
’s

 R
ot

at
io

n 
3,

 R
P

M

 

 

MPC
Backstepping

0 5 10 15
1600

1800

2000

2200

2400

2600

2800

3000

t, seconds

M
ot

or
’s

 R
ot

at
io

n 
4,

 R
P

M

 

 

MPC
Backstepping

Figure 8: Motors’Rotations.
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Figure 9: Quadrotor with asymmetric set of actuators.
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