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Abstract. The goal of this work is to investigate the apitf three eddy viscosity turbulent model, i.edtamdard ke,

the RNG ke and the key in predicting the three-dimension airflow in aora under forced convection. The
experimental data from Nielsen (1990), which reprgs a large room where the air enters horizontalithe top of
one side and leaves the room at the bottom of gpogite side, was used to validate the models.rébglts for
Reynolds number 5,000 are presented for mean tgloaifiles in two planes of the room with two trderangements.

It has been found that velocity profiles calculatsihg k€ and k-wturbulence models agree better with experimental
data than those using the RNG knodel. It should be mentioned that a full assessmiethe turbulence models in the
airflow in room would require a comparison usingnet numerical grids.
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1. INTRODUCTION

Air-conditioning systems are supposed to providefoot and health indoor air conditions in confinggaces.
However, these devices can produce gradients ddith@roperties that may cause a sensation of dikwd even if the
occupants’ global thermal perceptions of the indeowironment remain satisfactory. Consequently, esaitbd
description of the air distribution is necessarataurately evaluate thermal comfort in conditiongaims.

Computational Fluid Dynamics (CFD) can give detaileformation about the airflow pattern and thepwperties
distribution. Although recent computational proges have allowed this method to become very popthiarchoice of
the more appropriate turbulence model still remaiificult to the user. In the context of this wonredicting the
airflow in a room, a number of important studies ba cited as follow.

Nielsenet al (1978) employed the standacek model to simulate in two-dimensions a rectangudam ventilated
by a horizontal jet. The numerical mean velocitpfipes agreed well, in the order af 5%, with the experimental
results obtained by the authors and those availalitee literature of that time. The authors emptesthe importance
of the jet inlet conditions for correctly simulagithe air movement in the room.

Chen (1995) examined the performance of kwemodels in predicting typical turbulent indoor kv, comparing
the numerical results from two-dimension simulagiom experimental data. He concluded that thekigenodels could
predict the mean velocity satisfactory but not th&tantaneous velocity because of their underldegumption of
isotropic turbulence, and recommended the RNGmodel from Yakhotet al (1992) for typical indoor airflow. The
author also evaluated the performance of three &ldgrStress models to predict airflow patternsdoms (Chen,
1996). All three Reynolds-Stress models agreecdebetith the experimental results than the standasdmodel.
Additionally, they could predict the existence o$econdary recirculation that is not possible vaithisotropic model
like the standar#t-¢. On the other hand, besides their complexity, Qi®86) showed the Reynolds-Stress models are
much more time consuming than the standagdnodel.

Chen and Xu (1998) proposed a zero equation tunbalenodel for indoor airflow simulation. They comge the
performance of this simple model to that of staddae model in describing natural, forced and mixed @mtion and
the particular case of displacement ventilatiorthédigh the proposed zero equation model was lesgae than the
standarck-£ model, it provided reasonable results while cornegmmuch less computational time than the standard
model.

Voigt (2000) used the experimental results fromldéie (1978) to validate an in-house CFD code antbtapare
five eddy viscosity turbulence models: tlee models from Launder and Spalding (1974) and Lauate Sharma
(1974) and thre&-cw models from Wilcox (1988) and Menter (1993, 199¥)e comparative analysis showed that the
k-€ models agreed better with the experimental resalid that the shear stress transpegt model (Menter, 1994)
poorly predicted the studied airflow.



Xu and Chen (2001a) presented a two-layer modg@redlict turbulent indoor airflow under natural, ded and
mixed convection. The proposed model is composexrafar-wall one equation model for the near-wadion, which
combines one equation model more appropriateddimetl convection and another one more appropriatedatural
convection, and the standatee model for the outer-wall region. The ability ofghmodel in predicting natural, forced
and mixed convection was evaluated by Xu and Ci&01b). On the whole, the analysis showed thatntkan
properties agreed much better with experimentall2N& (Direct Numerical Simulation) data than thectliating ones
for all studied cases. The advantage of the prapog®lel over the standakds and Low-Reynold&-£ models mainly
lies in the need of less computational time.

Moureh and Flick (2003) used the standkfd mode| the RNGk-£ model and Reynolds-Stress Equation Model
(RSM) to study the airflow pattern in a long roorhexe the inlet and the outlet of air were placethnsame wall. The
two regions of circulation that appears in thistigatar case could only be predicted by the RSM ehod

Schalin and Nielsen (2004) numerically investigatesl three-dimensional effects of wall jets in arstand a long
room using two high Reynolds turbulence models:stiamdardk-£ model and the standard RSM (Launder, 1989). The
authors showed that the wall jet behavior, likegh@wth rate parallel to the wall, can be bett@resented by the RSM
model.

It has been shown in the above literature revieat tpical indoor air motion can be quite well oty RSM,
while the eddy viscosity models predict satisfagttire mean flow and poorly its fluctuations andcsetary flows.
Nevertheless, as RSM are complex, numerically stand time consuming, the eddy viscosity modelnsto be
more appropriate for building ventilation systensida and for this reason this work is focused @mth

With the exception of Schéalin and Nielsen’'s workina of the previously cited papers dealt with theee-
dimensional effects of the flow. Therefore, the Igwiathis work is to investigate the ability of & isotropic models
(standardk-¢, RNG k¢ and k) in predicting the three-dimension flow in a roomder forced convection. In order to
perform this analysis the numerical mean velocityfifes for two planes of the room with two inletr@angements are
compared to the experimental data from Nielsen@L99

2. MODEL DESCRIPTION
2.1 Governing equations

Reynolds (1894) decomposed the Navier-Stokes emsain two parties, one related to the averageevafuthe
velocity vector and another related to its fluctuat and applied the time average operator on tteestudy turbulent
flows. The resulting set of equations is known ay®lds Average Navier-Stokes (RANS) equations gives
information about the mean flow.

Although this approach is not able to describe rthdtitude of length scales involved in turbulenitehas been
largely used all of the word because in many erging applications the information about the melamw fis quite
satisfactory.

Considering that density and viscosity variations small so that their effects on turbulence cargbered, the
fluid is Newtonian and incompressible, and the dyestate, the governing RANS equations in Cartes@ordinates
can be expressed by (Versteeg and Malalasekera; C¥X, 2003):

6&:0, (1)
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whereU; andU; are components of the average velocity vector][na'ss the fluid density [kg/M), i is the dynamic
viscosity of the fluid [Pa.s], P is the mean averpgessure [Pa] arfe] is a component of the bulk force vector [N]. The

extra-term that appears in Eq. (2) comparing toottiginal Navier-Stokes equations,u; , is the product of fluctuation

velocities [nf/s?] termed Reynolds stresses and is never negligitaay turbulent flow. It represents the increasthe
diffusion of the mean flow due to the turbulencquétions (1) and (2) can only be solved if the Rég® stress tensor
are known, a problem referred to as the ‘closuoblem’ since the number of unknowns is greater theamnumber of
equations.

The main goal of the turbulence studies based enRANS equations is to determine the Reynolds s#ges
According to Kolmogorov (1942) they can be evalddig the following expression:
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where J; is the Kronecker delta and the kinetic energyhef turbulent motionk, is defined ak =m/2 M),

Substitution of Eq. (3) into Eq. (2) results in tireerage Navier-Stokes equations with the Reynstidsses modeled
via the viscosity concecpt,

U . (4)
pa(U|U] ) :—a—P.'l'i[(,U"',Ut )(ai+au_]J]+ F.
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where g is the turbulent viscositys; is a component of the bulk force vector [N], aRti= P +2/3k is the modified
pressure.
The turbulent viscosity can be expressed as thdugtoof a velocity scaley [m/s], and a length scalé,, [m],

H; = puL,. Considering the velocity scale being calculate;dlb:k%, Kolmogorov (1942) and Prandtl (1945)
independently proposed the following relation foe turbulent viscosity,

,th :,a:,ukllzl—,uu (5)

wherec, (=0.09) is an empiric constant.

To close the set of equations described abovenmhst popular turbulence models define two othensjart
equations: one for the turbulent kinectic enedgyand another for a variable that relaket L,. These models are
called two equations models, and three of them baem employed in this work: the standkfémodel (Launder and
Spalding, 1974), the RNG-¢ model (Yakhott al, 1992) and th&-wmodel (Wilcox, 1988).

2.2 Two-equation turbulence models

Explicit formulations for three turbulence modedss, RNG ke and kware described below.
2.2.1k-£ model

Due to its robustness, economy and acceptablesdsula considerable amount of flows #ie model has been the
most used model for numerical predictions of indaktflows. However, it is known to have deficieesiin some
situations involving streamline curvature, accdleraand separation. This model will be used beeasishe turbulence
model frequently used in the same computationaladomdopted in this work

In this model, proposed by (Launder and Spaldiriy 4}, the second variable for the complementargspart
equations is the rate of the viscous dissipatidm?s’], which is related td by:

e=k¥?/L. (6)

Therefore, the set of equations concerning thedstraik-£ model is composed of Egs. (1), (4) and (5), EY. 46d
two transport equations f@rande that are, respectively, given by:
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wherec; = 1.42;¢c, =1.92;0y = 1 e, = 1.22 are empirical constants.
As Eqgs. (7) and (8) cannot describe correctly thmvement of the fluid near solid surfaces, the dedawall-
functions are required to make it applicable toghgre domain.

2.2.2RNG k-emodel

Yakhotet al. (1992) have derived a new formloE model from the governing equations for the fluidtion using
Renormalization Group (RNG) methods. In this methodstants and functions are evaluated by the yhesad not by



empiricism, and the model can be applied to the-nedl region without recourse to wall-functions aaf-hoc function
in the transport equations of the turbulence qtiastiSome examples of flows where B Gk-£ model has been seen
to return better predictions than the stande&d are those including flow separation, streamlinevature and flow
stagnation. In this model the same set of equattbstandardk-£ model is used, Egs. (1), (4) and (7)—(8).

Thus, basically the difference between the two nMedensists in the coefficients. For the RM& model the
coefficients are obtained theoretically and areingef as ¢ = 0.0845 ¢, = 1.68, g, = 0.7194,0; = 0.7194, and
¢, =1.42-f,, where,
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with 8= 0.012.
2.2.3k-ecwmodel

Kolmogorov (1942) proposed the first two-equatioadal of turbulence, which included one differenggluation
for k and a second foty defined as the rate of dissipation of energy ym@t volume and time. Saffman (1970)
independently formulated a similar two-equatikhaw model. The parametew can be considered “a frequency
characteristic of the turbulence decay processffifa, 1970) and is related to dissipation by

11
w=——. (11)
c, K

Wilcox and Alber (1972), Saffman and Wilcox (1974hd others cited in Wilcox (1998) have providedHer
improvements to the model. The version ofkthewmodel presented by Wilcox (1988), who formulatddva Reynolds
number alternative to the stand&rd turbulence model, is the one used here.

Wilcox (1988) proposed that the dissipation-rataatipn of thek-€ model be replaced by an equation for a specific
dissipation rate defined a® = k/&. This k-cw model predicts the behaviour of attached boundaygrs in adverse
pressure gradients more accurately tkanmodels, but performs poorly in free shear floBar@inaet al.,1997). The
vorticity, « is associated to the turbulent kinectic enekghy the following expression:

_ Kk (12)
H=p—.
w

Thus, in the model proposed by Wilcox (1988) ttensiport equations for the turbulent kinetic enekgand the
specific dissipation ratevare defined by Eqgs. (13) and (14), respectively,
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wheregy = 2, g, = 2,5, = 0.09,5 = 0.075 anax = 5/9.

The main problem with the Wilcox model is its wielown strong sensitivity to free stream valuesoDepending
on the value specified fev at the inlet, a significant variation in the rasubf the model can be obtained. A possible
solution to this deficiency is to use a combinatidthek-« model equations implemented near wall regions bhe#-t
turbulence model to be employed in the bulk flowioa. This leads Menter (1992) to formulate the d@BHstress
Transport (SST) turbulence model that not is irigaséd here.

3. NUMERICAL METHODOLOGY
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The numerical solution of the governing equatiorsswerformed using the commercial computational flu
dynamics code CFX, version 5.7.1 (2003). In thidecthe conservation equations for mass, momentuhtuethulence
guantities are solved using the finite volume ditization methodyenerated by unstructured Voronoi DiagraFor
this practice the solution domain is divided in #ncantrol volumes, using a non-staggered grid seheand the
governing differential equations are integratedroe@&ch control volume with use the Gauss’ theoréhe resulting
discrete system of linearised equations is sol@dguan Algebraic Multigrid called Additive Corrém accelerated
Incomplete Lower Upper (ILU) factorisation technégqut is an iterative solver whereby the exact sofuof the
equations is approached during the course of seterations.

In the method adopted in this work interpolation ppbperties at the control volume faces can be rohary
importance on the accuracy of the numerical restite classical approach of first order accuratsing differencing
usually suffers from inaccuracies in complex flowuations. An effective approach to reduce truraratrror, while
still maintaining the grid size within computatiorr@source limits, is the adoption of a more actudifferencing
scheme into the numerical analysis. In the pres@nk, the first order Upwind Difference Scheme (DS adopted
firstly in the solution of the momentum equatioafier such values are used as initial values ferHigh Resolution
Scheme. The high resolution scheme is therefore doturate (reducing to first order near discoiitiesi and in the
free stream where the solution has little varigtiand bounded. Therefore your order accuracy feritlerpolated
values can be major that two.

Three grid levels formed by 200.435, 382.887 argl P45 volumes were used in domain with 100% of iaftthe
inlet slot while 199.854, 381.246 and 915.165 vadamvere used in domain with 50% of width of theetrglot, to
assess the numerical truncation error,kferand RNGk-¢ models. Each grid is denominated case 1, casel Zase 3,
in this sequence, respectively. The refinement maly promoted in the entrance and walls of theirenment,
where flow property gradients are steeper. The lsifiom stops when the normalized residual, Eq.,(a6)ins 10.

r
r,=—2— <y (15)
a,d¢

wherer,, is the raw residual control volume imbalaneg, is representative of the control volume coeffitieg is a
representative range of the variable in the dompirpresents all variables ape 10° is the stopping criterion.

4. RESULTS AND DISCUSSIONS
4.1 Problem description

The experimental data from Nielsen (1990) were usedheck the numerical results. The measuremeste w
carried out in a rectangular scaled-down room whieeeair enters horizontally at the top of one sidd leaves the
room at the bottom of the opposite side. Figurbdws a sketch of this experimental device, as aglhe positions in
which the mean velocity profiles were comparedia planes z/W = 0.4 and z/W = 0.5 (central plane).

In this work, the CFD simulations were conductedhia full-scale geometry equivalent to the Nielseexperiment
with the following dimensions: height H=3.0 m, Iéimd. = 3.0H, inlet height h = 0.056H and outletdtdit = 0.16H.
The Reynolds number is 5,000, based on the inighhe

V= 0.972H

x=H

Figure 1. Flow geometry.



The inlet boundary conditions for the x directigrdirection and z direction velocity components evepecified as
U =Up andV = W = 0, respectively, witlhJ, being the air average velocity in the inlet of twvity, obtained by
Reynolds number ablg=vRé&h. The inlet boundary conditions for the and £ were measured by laser-Doppler
anemometry and the data are in Restivo (1979), satihes are assumed &s= 1.5(0.04)y)° and & = 1037
Therefore, the vorticity was used ag = ko/Lz. Zero relative pressure and zero gradients forother variables are
applied as the boundary conditions for the aireiutht the solid boundaries the no-slip and theémpeable wall
boundary conditions were imposed for the veloc@gnponents, that i) =V =W = 0. The turbulence quantikse and
ware nulls at the walls.

4.2 Result analysis

The flow through the room in Fig. 1 was investigiafer one Reynolds numbdRe = 5000 and two width of the
inlet slot, 100% and 50%, and three turbulence nsoke standard, RNGk-¢ and k-aw In all cases, the room
dimensions were mantained with constant values.

The numerical solution was validated by means o$isigity tests of the results with respect to gefinement. The
numerical validation and turbulence models assessnvere conducted with reference to results of meelocity
profiles in four different positions, see detailsHig. 1.

For to choice the grid more adapted for domain wiitith of the inlet slot of 100% was realized. histcontext, a
comparison of velocity predictions by differentdgiwith experimental data along the vertical andzoatal lines is
presented in Fig. 2 fd-€ model. In Fig. 2 note that the case 3 (48900 vek)ngives satisfactory agreement with the
experiment. These tests were made with the othertuvbulence models supplying satisfactory reseltsept for the
RNG k-¢ model. These results suggest that intermediateigra potential candidate for predictions of thflaws in
room.

©  Exp. Data

:
s
.”'
02 Y + Casel
{ —-—Case?
g‘ Case 3
%

0 L L L T T
04 02 0 02 04 06 08 1

Figure 2. Comparison of velocity profiles predictgk-¢ model with the experimental data for z/W=0.5.

Figure 3 the numerical dimensionless mean velopityfiles obtained with the three turbulence modate
compared to the experimental data at the four nedd, x = 2H, y = 0.028 H and y = 0.0972H in tentral plane for
width of the inlet slot equals 100%. The Fig. 4wha similarly comparison for the plane z/W = @#he can observe
from Figs. 3 and 4 that the stand&re andk-w models agree better with the experimental resblis the RNGk-¢
model, we believe that this occurs because the giséds not again adjusted mainly for the RIK& model.

In the two planes, at the positions x = H and x4 the standarét-€ model reproduced quite well the behaviour of
the experimental data, except near the floor, etpibsition x = H in the plane z/W = 0.4, whereverpredicted the
velocity. At these positions, thewmodel shows slightly worse accordance with thesueaments than the standéed
£model. It overpredicted the velocity close to tleer in both planes at the position x = H.
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Figure 3. Comparison of velocity profiles predictgdturbulence models with the experimental datafd/ = 0.5.
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Figure 4. Comparison of velocity profiles predictadturbulence models with the experimental dataf@/ = 0.4.

Figs. 3c and 4c show that close to the floor, atléft bottom of the room, thHe w model slightly overpredicted the
velocity. On the other hand, close to the ceilithgs model underpredicted the velocity in the twoners of the room,
In the region of high velocities, near the ceilitiie agreement between the numerical and the empetal results for
the RNGk-¢ model was as good as that for the stan#dardnodel. Furthermore, tHe wmodel was able to predict the
recirculation in the upper right corner of the rqoaven though the velocity was underpredicted ia #one. The
biggest discrepancies between numerical resultsvaasurements for tHecw model were found close to the floor in
the central plane, Fig. 3c. In the other plane, ZW.4, at y = 0.028 H, the behaviour of the experital curve was
slightly better reproduced by this model. In Fid.&hd 4d the moddd-cw underpredicts the velocity profiles while the
RNG k-£ andk-¢ models overpredict. As shown in Figs. 3 and 4 ghedictions obtained with the RNis¢ model
agreed poorly with measurements, new finer gridgikhbe analysed in a future work. Comparing thgsFB and 4
that present profiles of the longitudinal veloaitymponent at two values of z, the measurementsrootifat the flows
is symmetric about the mid plane within measurempeetision, suggesting that, in region -0.4 < z/W.4, the flow is
closed to two-dimensional, as observed by Nietteal. (1978).

Thus, the next step in the analysis was to genérataumerical simulations for some flow situations included in
the experimental investigation. The computationsewbhen conducted for width of the inlet slot oP&0Newly for to
choice the grid more adequate for domain with winklthe inlet slot of 50% a comparison of veloqityedictions by
different grids with experimental data along thetical and horizontal lines is presented in Figobk-£ model. In this



figure note that the case 3 gives satisfactoryeagest with the experiment. In similar way, the 1081& the RNGk-&
model has not satisfactory results. Thus the fgret-was used for predictions of the airflows imma In Fig. 6a and 6b
the modeldk-¢ predicts the velocity correctly and perform bettemn the RNGk-£ andk-wmodels, except in the region
near top wall, where the value is underpredicted.

< Exp. Data

0.2 § + Casel | 0.2
- —-— Case2
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0 . . . . . L
04 -02 0 02 04 06 08 1 04 -0
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Figure 5. Comparison of velocity profiles predictsdk-£ model with the experimental data for z/W = 0.5.
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Figure 6. Comparison of velocity profiles predictgdturbulence models with the experimental datafd/ = 0.5.

In the region of high velocities, near the ceilitlge agreement between the numerical and the emeetal results
for thek-cwmodel was as that for the standkfemodel, as presented in Fig. 6. The Fig. 7 pregestdts for z/W = 0.4
where for the shorter slot in the room, the velogitofiles show clearly that the flow is three-diménal when
compared with the Fig. 5. The biggest discrepanoé@een numerical results and measurements wetkefdRNGk-&
model close to the floor in x = H and close to thedling in x = 2H in the central plane, see Figa. ahd 7b,
respectively. In same plane, at y = 0.028 H and(/972H the modelk-£ andk-w have similar behaviour while the
RNG k-£ model no agree with the others models. As showkiga. 3 and 4 the predictions obtained with theCR&Ns
model agreed poorly with experimental data. ConmgaFigs. 4 and 6, for two inlet arrangements, tiod¢ the velocity
profiles are differents in the central plane mduose to the floor. For Figs. 5b, 5c, 6b and 6c eworted results were
found in the literature which could be used for pamison purposes.



Proceedings of COBEM 2007 19th International Congress of Mechanical Engineering
Copyright © 2007 by ABCM November 5-9, 2007, Brasilia, DF

y/H

< Exp. Data

Ui, Ui,

{c)y = 0.028H (d)y=0972H

o 05 1 15 2 25 3 o 05 1 15 2 25 3
*/H *H

Figure 7. Comparison of velocity profiles predictgdturbulence models with the experimental datafd/ = 0.4.
In this work is desired to minimize the differenioetween experimental and predicted velocities, slehations

2

exp num] , WhereUe, = (U/Ug)exp is the experimental velocity
j=1

in positionj, unum = (U/Ug)numis velocity calculated numerically by turbulencedels in the same position aNds the

sample number. The Fig. 8 shows resultsM&E conducted for width of the inlet slot of 100% &B@P6, respectively,

for position x = H and all turbulence models, wheen beseewhich the grid represented by case 3 is r@e

appropriate

LN R
was calculated by mean square erfdfSE= NZ[UI -u!

(a) 100% {b) 50%

02 T

02 T

I cas- 1 I Case 1
015 || I case 2 4 0.1g || N case 2 4
Case 3

Mean Squared Error
Mean Squared Error

k-epsilon k-omega rmg-k-epsilon 0 k-epsilon k-omega rng-k-epsilon
Figure 8 — Mean square error for z/W = 0.5.
5. CONCLUSIONS

The work has presented a numerical investigatiothefincompressible turbulent and isothermal awfin a room.
The prediction of the mean velocity by the thredbtlence models is generally satisfactory Kes andk-cw models,
agree with the experimental data, and unsatisfadtor RNG k-£ model. Since that all models use the assumption of
isotropic turbulence, they also fail to predict remtly the anisotropic turbulence found in indor #ow. New

simulations should be made with the model R because this model is recommended in other wooks f
simulations of indoor air flow, believe that fingid can better its performance.
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