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Abstract. Various classic icing codes have been developed and usekebgircraft manufacturers to predict the ice
shapes evolution. These codes apply boundary layer iftegiaysis, based upon sand grain roughness, to estimate
the convective heat transfer coefficient around the icefbiiand uses abrupt transition between laminar and turbtile
flow. In the present work, besides the integral analysis actmt@aminar-turbulent transition model, based upon the
intermittency concept, is included. The transition onstifion is either estimated by classical empirical cortelas or
simply imposed. The smooth transition model is includethén@QNERA2D numerical code to predict ice shapes. The
ice accretion on a NACA 0012 airfoil is simulated with the iified code and the results are compared to the ice shapes
generated by ONERA2D original code and to experimental.dataddition, both the laminar-turbulent transition onset
position and extension and sand grain roughness variatftetts on the ice geometry are presented.

Keywords: aircraft icing, ice accretion, convective heat transfamlinar-turbulent transition

1. INTRODUCTION

The ice accretion on aircraft wings and stabilizers may eagsodynamic performance degradation, weight increase,
control and maneuver difficulties that may lead to an openali safety margin reduction. When the aircraft is flying
through a supercooled water droplets cloud, which is in earstible thermodynamic equilibrium, the ice accretion on
some aerodynamic surfaces will occur if they are not adedyiptotected. In order to protect the airfoils and guarante
safe flight in icing conditions, commercial and some militaircraft have ice protection systems. An icing numerioal t
may be used for wing or stabilizers design and ice protecystem failure effects analysis. In addition, it is an intpot
tool to help engineers decide whether the airfoils must béepted.

Convective heat transfer is important at glaze ice fornmationditions, when liquid water is near freezing, because
the heat convection is the main mechanism to remove theifs@iibn enthalpy. On the other hand, convection has little
influence when temperatures are far below freezing temprestsince rime ice forms instantaneously as the droplets
impact on the airfoil. Gent et al. (2000) pointed out thatthteansfer coefficient is the most important and difficult
parameter for accurate glaze ice shape prediction.

In the aerospace icing community, the mostly used heatfganalculation procedure is the integral boundary-layer
analysis based on sand grain roughness heiglaind abrupt laminar-turbulent transition. However, iheconcept has
some limitations, when applied to external boundary-layeecause it results from experimental data of flows inside
rough pipes. In addition, there are experimental evidefldasugimana et al., 2002; Kerho and Bragg, 1997; Pimenta,
1975) that sand grain-type integral analysis does notfaat@®ily estimate the heat and momentum transfer of floves ov
rough surfaces. Another reason to revisit airfoil icing thieansfer derives from previous works about airfoil thekma
anti-ice simulation, which were carried-out firstly by $il(2002), summarized by Silva and Silvares (2002), puhiishe
by Silva et al. (2003, 2005) and recently extended by Silval.ef2006, 2007a,b). The main conclusions of which are
the following: 1) the boundary-layer integral analysis gaovide satisfactory results if its assumptions are regctand
limitations are considered; 2) the laminar-turbulent $iion affects the heat and mass transfer significantly arabaupt
transition may not represent the real phenomenum.

2. PREVIOUS WORKS

According to Pimenta (1975), the turbulent heat transfar egugh surfaces may depend on roughness size, shape
and distribution. However, most classic works tried to tifgrihe surfaces and to describe its performance with alsing
general parameter. The friction results of rough pipe floagehusually been extended to boundary-layer flows over
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plates. Basically, this was the approactsehlichtingandPrandtlin 1934 (Pimenta, 1975) when they conceived the sand
grain roughnesg, concept. In sum, thé, value can be a fraction of the actual roughness height bedauosust also
represent the effects of roughness shape and distribution.

Some authors performed rough pipe flows experiments andpeatwo-layer models to predict heat transfer: 1) the
first layer is very thin, close to the wall and concentratethaleffects caused by the protuberances presence; 2)dbede
is located above the first and behaves as a "fully turbuler@rta These authors assumed Reynolds analogy validity,
turbulent Prandtl numbePr,,,,, value or eddy-diffusivity distribution in order to matchthdayers. This procedure is
applied by Dipperey and Sabersky (1963); Owen and Thoms®83([1 and this approach is frequently used in icing
literature.

Makkonnen (1985) proposed a calculation procedure fornamiransitional and turbulent heat transfer between ex-
ternal flow and the rough surface of an iced cylinder. The @utimplemented a laminar boundary-layer conduction
thicknessA 4 evaluation with Smith and Spalding (1958) model. The twhtiStanton number St., requires the friction
coefficientC's, which is obtained from momentum thickne$s,,,, plus turbulent Prandtl number Ry, and experi-
mental parameters. Therefore, the turbulent heat transgficienth,,., evaluation is based on fully rough law of the
wall, two layer model with empirical adjustments and sanaifgdefinition (Dipperey and Sabersky, 1963; Kays and
Crawford, 1993; Owen and Thomson, 1963). Both lamilgy, and turbulenth;, ., coefficients are evaluated by the
analogy between momentum and heat transfer, which assumesvier a near isothermal surface without mass transfer.
Makkonnen (1985) assumed the occurrence of an abrupt lairaulent transition and that the momentum thickness
has no discontinuity at transition point.

Based on experimental observations, Pimenta (1975) pedpmkaw of the wall and a mixing-length turbulence model
to be used in finite difference boundary-layer code. Theautbticed that the mixing-length theory results were alose
to experimental data than classical correlations or iaegiethods to estimate the effect of roughness and tratigpira
on the turbulent flow and heat transfer.

Cebeci (1987, 1989) applied his own finite difference boupdimyer code to improve the heat and mass transfer
prediction around airfoils contaminated by liquid wateriag. TheCebeci-Smithmixing-length turbulence model was
adjusted to represent the flow over roughness. Shin et &2fjMalidated the turbulence model.

Havugimana et al. (2002) compared the skin friction and treasfer over rough plates to some literature experimental
data. The authors used a modifiédbeci-Smitimixing-length turbulence model that considered sand gaathdiscrete
element roughness models. They concluded that classioatlaoy-layer integral analysis predicts the heat tranvsfem
compared to experimental data and their results.

The classic icing codes LEWICE (Macarthur et al., 1982), TRAP (Cansdale and Gent, 1983) and ONERA2D
(Guffond and Brunet, 1988) estimate ice shapes over noteqiex airfoil surfaces. A comprehensive review of the
mathematical models and a comparison of these codes poedictpabilities were published by Wright et al. (1997).

At British Royal Aircraft Establishment, Cansdale and Ggri83) implemented one of the pioneering works re-
garding thermal balance around non-heated airfoils, uinileg conditions, by extending Messinger (1953) mathemat-
ical model to compressible flow and water vapor local corregion. Gent (1990) implemented the numerical code
TRAJICEZ2, which predicts two-dimensional ice shapes ofoidst The author approximated the flow over the airfoil
leading edge as one over the frontal part of a cylinder andsdajing experimental results of heat transfer around
rough cylinders, developed an empirical expression touaal convection heat transfer coefficient on airfoil swefac
Alternatively, Gent (1990) implemented a boundary-layeegral analysis, which is similar to Makkonnen (1985), to
evaluate the laminar and turbulent heat transfer coefficdeer a near isothermal surface and without mass transfer ef
fects. The laminar to turbulent transition is assumed taipebruptly wherReynoldsnumber on sand grain roughness
is Rex, = ue - ks/v > 600, whereu, is the velocity at the boundary layer top edge. As other @dsgg codes, the
heat transfer prediction is only valid for thin ice accrasoi.e., at the beginning of accretion process, in absehitew
separation(Gent et al., 2000).

LEWICE code, which has been developed by researchers (Macat al., 1982; Ruff and Berkowitz, 1990; Wright,
1995) of the National Aeronautic and Space AdministratiddASA, estimates the potential flow around the airfoil
by panel method, the collection efficiency, the momentum taedmal boundary-layers as well as the ice shape. For
convection heat transfer calculation, this code estintatemminar boundary-layer conduction thicknéss,,,,, assumes
a transition criteria triggered by roughness,Re vy, - ks /v > 600, whereuvy, is the velocity at the top of the roughness
element, and estimates turbulent heat transfer coeffidient,,, over a rough surface with similar assumptions and
procedures adopted by Makkonnen (1985). The ice growthedigted by the LEWICE’s thermal module that adopts
Messinger (1953) equations for freezing process over abatic airfoil surface.

Guffond and Brunet (1988) developed ONERA2D code, at Offiaéidwial D’Etudes et de Recherches Aérospatiales -
ONERA, France, to estimate the ice geometry. DifferenthnfrLEWICE, it solves the full potential flow around the
clean or iced airfoil in a C-type mesh by finite elements meftRredif, 1983, 1985). With the pressure field, ONERA2D
calculates the water droplets trajectories, collectiditiehcy, convective heat transfer coefficient and thernadéduce
(Messinger, 1953) in order to estimate the ice shape. Fisteows samples of computational mesh and droplets trajec-
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Figure 1. ONERA2D application on a NACA0012 profile

tories calculated by ONERA2D around a NACA 0012 profile.

The ice growth modules of the classic icing codes have simithematical models and numerical implementation
structure. Despite the limitations to predict glaze icengtoprocess, the numerical precision is well known and tke ic
shape results are accepted by the aerospace community.

There are several working groups that compared numerisaltsgto experimental ice shapes. The most recent bench-
marking work was performed by the Applied Vehicle Techngl®&ganel, Research and Technology Organization, North
Atlantic Treaty Organization - AVT-NATO-RTO (Kind, 2001yhich made available experimental data from various ice
tunnels and numerical results from mostly used codes bysingland academia.

3. OBJECTIVE

The objectives of the present paper are the following: 1gtem the application of heat transfer over rough surfaces
in aircraft icing literature; 2) to assess the sensitivifyttte ice geometry to variations in laminar-turbulent tigos
parameters and sand grain roughness.

4. ICING NUMERICAL CODE

The ONERAZ2D code, implemented by Guffond and Brunet (1988} chosen as the icing numerical tool to predict
ice shapes in the present paper. ONERAZ2D uses a prediat@etar scheme that estimates the ice growth process in two
runs. In the first run, the ice shape is predicted by congideaiclean airfoil geometry and total duration. The second
run uses first ice shape as the new airfoil surface to modéyptiessure coefficient, local collection efficiency and heat
transfer coefficient distributions at the same time. Otleles, such as LEWICE or TRAJICEZ2, simulate the icing process
in several fixed time steps. Pressure, heat transfer andgapient change at each time step. According to Wright (1995),
the increase of the number of time steps increase the agciaraglaze ice prediction.

In the present paper, an additional mathematical modelricasuthe boundary-layer sub-program of ONERA2D is
proposed. This is the same model developed by Makkonnerb] E3®l used by Guffond and Brunet (1988); however, it
has a new smooth, rather than abrupt, laminar-turbulensitian model. Neither the boundary-layer equations ner th
icing growth process is modified.

Two laminar-turbulent transition models are used: 1) thaiptbone, which has the onset position predicted by em-
pirical correlation and alters from laminar to turbulergiree at the transition point, as implemented in all classicg
codes; 2) the smooth one, which has no prediction for thetgrsition; it has an intermittency function that smoothly
links the laminar and turbulent flows throughout a finite sieian region.

5. BOUNDARY-LAYER MODEL
5.1 Momentum Boundary-Layer

The boundary-layer momentum integral equation may be coendy expressed through a non-dimensional equation
of momentum thickness (Kays and Crawford, 1993):

¢y _an A
2 ds 02 |:(2+52> Ue ds]’ @

wheres coordinate is the distance from the stagnation point medsover the airfoil surface.
Based on Thwaites (1949) approximation, Kays and Crawfb®83) integrated Eq. (1) in order to obtain the momen-
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tum thickness in laminar and turbulent flow regime:

1/2
0.664 - /> S0
52,lam = Tzlmr . / u3'68 ds (2)
€ Sstag
4/5
0.0156 - v/t [* s
02, turh = [u“l‘”r : / u386 ds 4 (527““)5/4 - u»t )i @)

Equation (3) is evaluated withy 1, = 02 14m = 92,turb, i.€., the Eq. (2) provides the initial condition for thedgtal
in Eq. (3) at transition onset positiey.

5.2 Laminar Thermal Boundary-Layer

Similarly to Thwaites (1949), Smith and Spalding (1958)aleped a procedure to evaluate the thermal boundary-
layer over smooth and isothermal surfaces that considetaat Pr; neglects the effects of the boundary-layer shage
thickness; and assumes that boundary-layer thicknesglgrate depends only on local conditions. The last assumifgio
crucial to the Smith and Spalding (1958) model, which assutimet wedge solutions are applicable to flows with variable
pressure gradient.

Therefore, Smith and Spalding (1958) concluded that thdeation thicknesg 4 can be represented as the following:

2
iy (Shd) @

v ds

Wheref is a function determined from wedge flow analytical solusigalkner-Skan family flows for several pressure
gradients obtained by Eckert (1942)). This, can be approximated by:

u2.87 s
[ EU Aﬁ} = 11.68 / ul®ds (5)
0
0

At airfoil stagnation point, the local convective heat 881 h,,,, is approximated by Smith and Spalding (1958) as:
mm;k%@dewmm

1/2
a(s/c) ] (6)

5.3 Turbulent Thermal Boundary-Layer over Rough Surfaces

Kays and Crawford (1993) developed a mathematical modekdigt Stanton number in turbulent regime, $§:

Ctury/2

Sttu’r‘b = 5 (7)
Pri + (Crurs/2)"” /Sts
The Stanton number based on roughness héighis defined as:
Sty = C - Rep > ? - Pr 0 (8a)
Reks = (UT ' ks)/y (8b)
u? =19/p=0.0125 - Rey /" - u? (8¢)

Wherery is the shear stress at the watk is the Reynolds number based on shear velacitgnd roughness height
ks. Experimental data from Pimenta (1975), when roughnessngosed by densely packed spheres, 8ets0.8 when
Pr=Pr, = 0.9.

By using the law of the wall for fully rough surfaces and makempirical adjustments, Kays and Crawford (1993)
defined the turbulent friction coefficiett; ;. as the following:

C.turt 0.168

2 [In (864 Onurs/ks)] :
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During the ONERA2D code implementation, Guffond and Brufi€88) pursued Makkonnen (1985) calculation
procedure, which applies Eq. (7),Eq. (8) and Eq. (9) to estmespectivelt,,,, andCy .. The procedure uses a
different version of Eq. (8a) that has different exponeht@s (Dipperey and Sabersky, 1963; Owen and Thomson, 1963):

Sty = C - Re;, ** - pr 08 (10)

Equation (10) is adopted wifPr = Pr, = 0.9. According to Makkonnen (1985), thf¢ parameter in Eq. (10) depends
on the roughness geometry, howeve€, a= 0.52 value is an acceptable approximation when the geometrykisawn
(Owen and Thomson, 1963).

5.4 Laminar-Turbulent Transition

It is difficult to predict the laminar-turbulent transiti@mset position and extension over irregular and rough sesfa
because there is no general theory to describe the tramgitechanisms. Therefore, all classic icing codes estimate
transition onset position by empirical arguments.

For instance, ONERA2D (Guffond and Brunet, 1988) adopts pigcal classical criteria to determine the onset
transition positions,, that is given by:

Ue + Kk
R@k: e s
v

> 600 (11)

Most of the times, the classic icing codes assume that transiccurs abruptly in a positios),. On the other hand, the
present paper proposes to represent the transition asoaneigh defined length, where the flow goes from fully laminar
to fully turbulent regime. The intermittency function israey = 0 in the region upstream the initial position (onset)
s, Of transition region; and it is almost unity = 0.99 at the end position of transition region, where the flow regim
becomes fully turbulent. The intermittengydepends on the formation and growth of the spots. EmmondL{I&gived
an expression for given the probability distribution of the appearance oftsgas a function of 2D coordinates and time,
which was confirmed by the experiments of Schubauer and Ktg#béL955). The intermittency functiof(s) is defined
as the fraction of time that flow is turbulent at certain gosits. The Stanton number in transition region is evaluated by
linear combination of the &t,, and St,,., weighted by intermittency function:

ST(S) = [1 - ’Y(S)] - Stam + 7(3) - Stiurp (12)

Similarly, the linear combination procedure can also bdiegpo friction coefficient calculatiod’y, i.e., the Sts) is
replaced byC(s) in Eq. (12).

Inspired by the intermittency concept and based in a congmisbe set of experimental data, Abu-Ghannam and Shaw
(1980) defined the flow intermitteney(s) as:

W@):l_exp{_a(s‘%),] (13)

Se — So

where s is the transition onset position from stagnation poiat,s the end position of transition region. Thus, the
differences. — s, gives the length of transition region.

As the study of the influence of roughness characteristigh@taminar flow stability is beyond the objective of the
present paper, the values ©f and s, from Eq. (13) were arbitrarily defined and varied to verife thffects on the ice
shape predicted by ONERAZ2D.

6. REFERENCE CASE

Table 1. Experimental Conditions

Flow Condition Value | Icing Condition Value
Angle of Attack (deg) 0.0 | Liquid Water Contentd/m?) 0.65
Freestream Velocity (m/s) 67 Median Volumetric Diameteri{m) 40
Freestream Static Pressure (Ra97147 | Freestream Static Temperature (K)264.4
NACA 0012 chord (m) 0.533 | Duration (s) 672

Kind (2001) published results of a comprehensive comparsiween icing codes and experimental data measured
at several test conditions and icing tunnels around thedwanl this work, the case C13, performed with a NACA 0012
airfoil profile in the Icing Research Tunnel at NASA Glenn Bash Center, was selected as the reference case to simulate
the ice growth. The conditions of the tests are presentdukifable 1.
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7. RESULTS

The items as follows show the results for several runs of #s transfer model implemented in the present work
coupled with the original modules of ONERA2D, which are tlosvfland droplets trajectories solver plus ice growth. The
modeling uses abrupt and smooth laminar-turbulent tiansifThe former is the present authors implementation of the
same mathematical model used in the original ONERA2D bognidger module. The latter, used the same boundary
layer model but with intermittency inclusion in laminambulent transition. These options were tested and coniparat
results are presented. The ONERA2D best result for case @it&ined and presented by Guffond at NATO-AGARD
workshop (Kind, 2001), is also shown as baseline.
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Figure 2. Variation of Equivalent Sand Grain

The equivalent sand grain roughnéssaffects both convective heat transfer coefficient and thesition onset po-
sition. Several values df; were used to evaluate the effects in ice shape growth. Tlsitiséy study was performed
considering the clean airfoil geometry; ONERA2D code was @ace, because the validity of boundary layer integral
analysis is limited to small and smooth ice formations, whemecirculation, strong pressure gradient, significarfese
curvature and transition onset position variation areqmes

The k4 that best fitted the frontal part of the experimental ice shaps then used in the further simulations. As
shown in Fig. 2(b), the best fit was fér = 0.000125 [m]. Since theRe;, is affected by the value di;, it is expected
that the onset position would vary with the variationkQf During the simulations it was observed that, for values of
ks < 0.0001, the ice shape was very similar to the one from Fig. 2(a), wdiepicts a uniform ice shape. In those cases,
the laminar heat transfer coefficient distributidngs,, are very similar. Oncé, reaches a value that triggers the transition
to turbulent flow regime, minor changes in the value implyigmgicant changes in the ice geometry. This result is shown
in the Fig. 2(b) and Fig. 2(c).
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Figure 3. Variation Laminar-Turbulent Transition Onses#on

By adoptingks = 0.000125, the abrupt transition onset position of the transition weasually varied in order to
evaluate its influence on the ice shape. Due to integral aisdiynitations, the ONERA2D code was run once. Figure 3
presents the results of this variation study. The positeleas of onset position shown in Fig. 3 are located in upper
surface and the negative in the lower surface of the ainfidiélation to stagnation point.

By comparing the figures, one may see that the ice shape mowdigettion of the trailing edge together with the
variation of the onset position. Near the onset positiometlig an elevation in the ice shape, which demonstrates that,
at this point the convective heat transfer increased. Téshape rate change near the onset position is similar fee thr
figures because the transition length was zero length.

The sand grain roughness was= 0.000125 and the onset positions were, during all simulation timg¢ = 0.003
in the airfoil upper surface ang,/c = —0.001 in the airfoil lower surface. The position of the end of thansition
was varied, which means the transition region length iedsffit in each simulation. The intermittency functipfs) of
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Eqg. (13) was enabled to make a smooth transition betweemégarto turbulent flow regime. Fig. 4 shows the results of
the comparison.
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The variation in the transition region length affects treesbape, since longer transitions make the ice shape smoothe
As expected, short transition lengths make the ice sindlairhulations results against abrupt transition modelg. ité,
in these cases, have horns near the onset position.

Table 2. Simulation Parameters

Parameter Upper Surface | Lower Surface
onset positiors, /c 0.003 -0.001
end positions, /¢ 0.041 -0.037
sand grain height, (m) 0.00023

The onset position, end transition position and the sanih gvare varied in order to find the simulated ice shape
mostly similar to experimental one. The objective of thifkration is to show that these parameters influence the ice
growth. Figure 5 presents simulation results, with abruqot smooth model and Table 2 shows the parameters used in
simulation. In Fig. 5(a), the results of present implemeaitaof abrupt transition is compared to results of ONERA2D
obtained by Guffond (Kind, 2001). Despite the two modelsgidne same boundary layer and transition models as well as
the same input data, the results are different due to differede implementations. At stagnation region, the presaafe
used third order integration method. Otherwise, ONERA2Datimes the heat transfer distribution to filter first order
method numerical oscillations. In addition, Guffond (Kjr&901) did not publish thé, value used to run ONERA2D.
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Figure 5. Present Simulation Results Compared to BaselNERA2D

Figure 5(b) demonstrates that an adequate prediction afrtbet position, combined with a adequate model of transi-

tion development, can improve significantly the ice shapmikition. Figure 6 shows the ice growing process by adopting
crescent time steps for same parameters of Table 2.

The ice growth module of ONERA2D was run by using the heasfiemmodel with a abrupt transition and automatic
onset prediction, which is the original boundary layer arahsition models of the code. In addition it was run using
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Figure 6. Ice Growing Time Steps

the boundary layer and the modified smooth transition mdueh implemented in the present paper, with the calibrated
parameters. The comparison of the ice shapes with the twels@zipresented in Fig. 5, the heat transfer coefficient
distribution is shown in Fig. 7(a), the intermittency (srttoaodel) and step (abrupt model) functions are presented in
the Fig. 7(b). The transition onset location may change énatbrupt transition model because it depends on the critical
Reynolds number Re> 600 that varies with changes in the velocity distribution calisg ice formation. Otherwise, the
smooth model has the transition parameters imposed by #reand fixed during the simulation time.
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(a) Convective Heat Transfer Coefficient (b) Intermittency (smooth) and Step (abrupt) Functions

Figure 7. Present Simulation Results for Smooth and Abrugdition

8. CONCLUSION

A smooth transition model, based on flow intermittency c@hosas implemented in ONERA2D code and the results
were compared with experimental data. The intermitten@fiegtion to boundary layer integral analysis, generated i
geometry results that better fitted the experimental iceehiaan the results generated by the abrupt transition nuddel
ONERAZ2D. In the ice frontal region, the deviations betwesgspnt paper results and experimental data are satisfactor
while in the rear region, the deviations are accentuatenlyndue to the presence of recirculation, surface curvaancke
adverse pressure gradient.

The effects of variation of sand grain roughness, lamindsttlent transition onset position and extension were as-
sessed. All those parameters affected significantly theetaxt ice geometry and changed the position, inclinatiah an
angle between ice horns as well thickness and shape irr@ggdalistribution. The onset position variation towatdsl-
ing edge provokes the ice horns formation at more downstggasitions. On the other hand, short transition regions
caused sharper ice horns than long ones, which tended talsthedce surface irregularities.

From the results presented, it can be concluded that the fusentermittency function make the convective heat
transfer in the transition region more realistic. The usaro&brupt transition produced ice shapes with horn shages ne
the onset position, which is not seen in experimental icpabialhe analysis of the results of flow intermittency ang ste
functions clearly shows that the two onset position areeclmsgt the extension and curve shape are not. This fact may
have been caused by the improved fit between predicted aratiexmtal ice shape when applying the smooth model
implemented in the present paper.

In spite of the simple transition model used and the lindtagiimposed by the assumptions of integral approach, the
presented results are encouraging and demonstrate thatd®ei@iled analysis are required about the subject.
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