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Abstract. CBS approaches are cited as an alternative for short term scheduling when the constraints are so hard to be
fulfilled that the main objective is not to find an optimal solution. Although this approach has been used in commercial
packages, the implementation details are not clearly discussed in the reference papers. Once the scheduling problemis
suitable to be resolved using a CBS approach, there are many important implementation steps that must be carefully
discussed and analyzed in order to lead to an appropriate implementation. This paper is focused on the aspects
concerning the choice of branching heuristics, backtracking heuristics, and constraint propagation in order to keep the
problem feasible through the search procedure. The CBS approach can be based on two major strategies. The first one
allocates each task to an instant time, and the second is based on an ordering decision. In the first case is easy to
determine when the problem ends, but a backtracking procedure is not easy to define; by the other hand, in the second
case the backtracking procedure is much easier to implement but is not easy to decide when the search procedure must
end. In this paper it is proposed to control the search procedure based on the number of disjunctive arcs solved at each
ordering decision. Two different heuristics have been tested to decide the pair of tasks to be ordered at each tree node:
one based on slack time, and the second based on a capacity analysis.
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1. INTRODUCTION

A Constrained Based Search approach is a searehpteedure well suited for those problems wheee th
constraints are hard. The main idea is: if theslens of greater impact are taken earlier, infdasibenarios are likely
to appear sooner during the searching processhégriocedure develops, the bottlenecks becomectéssl and a
feasible solution is more likely to be reached.

Constrained Based Approaches depend on the defirofi a time window, that is, the definition ofimé interval
within a task must be performed. Due to the comipetnature of short term scheduling problems, twenore tasks
could require a shared resource in overlapping tiimelows. In this case, an estimate resource Igadieasure could
be used as a way to support the decision wherecdhetraints are hard. Once a criterion has beemetkfit is
necessary to analyze if the constraints are réwig, and if they are, how to use this informatioriake an ordering
decision. After a decision is taken, its impact triues propagated to keep the search space updatbe. decision is
relevant to the problem, then a time windows shmntgis observed, and the solution space is redudes branching
process continues until an infeasible scenari@isated, or all the initial disjunctions are resalv

The CBS approach can be based on two major steatetine first one allocates each task to an insiatifne, and
the second is based on an ordering decision. snpghper it is proposed to control the search pureedased on the
number of disjunctive arcs resolved at each ordedtecision.

To implement a CBS approach, it is necessary:

— Define a procedure to determine initial tasks timmedows
— Define a bottleneck identification strategy

— Define a branching strategy

— Define a constraint propagation mechanism

— Define a backtracking strategy

— Define an interruption criterion

1.1. Time Windows Definition
In this paper, a software developed earlier (Ragrsget al. 2000a) was used to determine tasksviimdows, by

the means of a MRP-like procedure. To perform t@kulation it is necessary to state: i) the Sidsk Network
(Kondili, Pantelides and Sargent, 1993) represiemtadf all products; ii) demands of all producti§) raw material



delivery plan. It is important to notice that tiisocedure is only useful for a fixed assignmenk tasequipment and
fixed batch size. The procedure uses a backwardb@ixg procedure to calculate the number of batobiesll
intermediates and final products to fulfill the deamds. Combining this backward explosion procedara forward
explosion procedure starting with the raw matedelivery plan, a set of optimistic time windows fall tasks is
calculated. This time windows are optimistic beeaitiss not taken into account the competition agtasks requiring
the same resource. Those time windows can be cefimmugh a capacity analysis plus a constrainpggation
mechanism.

1.2 Bottleneck identification strategy

The main idea behind a CBS approach is to idebtitflenecks using different strategies, and resptogressively
the dynamic bottlenecks at each node until thezenarmore bottlenecks left. The identification diattleneck can be
made applying different tools; in this paper itged loading measures to identify them.

A loading measure is a way to identify time intdsvénat most likely can lead to infeasible situatioThe idea is
first to identify the most critical time intervahen the piece of equipment where this high loacliox; and select the
tasks which time windows are contained in this tinterval.

In the literature there are at least two importiatding measures. Keng, Yun and Rossi (1988) pexpdke
Cruciality measure, and Sadeh (1991) proposed tigreyate Demand. One can choose any of them, buintst
important aspect is the way they are implementeazhime it can be very time consuming. Applicatioansgles are
shown in Rodrigues (2000a,b).

1.3 Branching Strategies

The choice of a branching strategy is perhaps th&t important issue in a CBS approach. To the higfeal peak
of the Aggregate Demand in the time horizon is eiséed to a piece of equipment as well to a setstdmving
overlapping time windows. If the time windows da owerlap, then there is no conflict to be managed.

Cheng and Smith (1993) suggest ordering decisisna auitable strategy in CBS approaches. In thigmpan
ordering strategy has been implemented, and onangalye in this case is that the tree is binary umz#he only two
decisions to be made are task A precedes tasktBskiB precedes task A.

The first step is to identify the most critical paf tasks at each tree node. There are differaysvio select a pair
of tasks. Smith and Cheng (1993) suggest the utieedblack Time, which means that the pair is $etebased on the
difference between total available time (definedthg smaller earliest beginning time and the latgtst finishing
time) and the sum of processing times of both tasks

1.4 Constraint Propagation M echanism

The constraint propagation mechanism is a congigtenforcing mechanism in order to keep updatedptréal
solution at each tree node. In this mechanism (ILI®Q7) two types of constraints are considerednass balance
constraints; ii) capacity constraints.

A scheduling solution is the definition, for eadsk, its starting time fulfilling the problem corants (mass
balance constraints, capacity constraints, stocagstraints, etc). Looking at the scheduling probla relation to its
graph representation, a solution is reached whethal ordering decisions have been taken, whichnsid¢hat all
disjunctive arcs at the root node have been ofiente

The mass pegging relations are fixed from the beg@qof the search procedure, and there are & seiented arcs
enforced by the time windows (that is, if time wines do not overlap or if the overlap is less thhe sum of
processing times, than there is a fixed arc betwibese tasks). In the case that overlapping timedews have
Intervals of Total Reliance (Sadeh, 1991) a capamiglysis is performed and if an ordering betwisme windows is
inferred, then a disjunctive arc is resolved. lis tase, the ordering decision must be enforcedling sometimes to a
reduction in the search space through reductiotasks time windows. The search space reductionoi® fikely to
occur if the constraints are important. The congpsstt of conditions to implement a constraint pgap@n mechanism
is shown in Erschler (1976) and Rodrigues (2000a,b)

1.5 Backtracking Strategy

The definition of a backtracking strategy is stigrmpnnected to the chosen branching strategyhdrséection 1.3 it
was established ordering decisions as the brandtiagegy. The main advantage in this case isithateasier to
manage the search tree, and avoids the time disaienh problem. In the case of ordering decisithese is a natural
strategy for backtracking since in the scheduliolyt®on an ordering must be kept for each pairasks competing for
the same piece of equipment. So, if one branchesponding for example A precedes B lead to arasifge node, the
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search procedure backtracks to the opposite ogléegision B precedes A. If this decision is alseasible then the
problem is to identify the most promising not intigated nodes at the search tree.

The implemented backtracking procedure is basedhenfollowing aspects: i) the analysis of the numbé
disjunctions in the choice of the most promisingdedor the backtracking; ii) the management of tleeessary
information for the backtracking. In this papere tinost promising node for backtracking is the dra have the lesser
number of disjunctions, amongst all not investigatedes at the search tree, because it is prestinaed possible final
solution can be reached by the opening of a lessmber of nodes.

1.6 Interruption Criterion

The interruption of the searching procedure depamlthe type of branching strategy. Of course ifalocation
procedure is chosen, then the search terminates aththe tasks have been allocated. However,arcése of ordering
decisions strategy, the procedure is terminatechveliiepossible ordering decisions have been mads.itportant to
notice that in this case some time windows can iremat allocated.

2.CBSIMPLEMENTATION

The CBS approach proposed with the elements pexémtsection 1 was implemented in Visual Basice Tifain
reason is to allow a friendly interface to interagth the software, and most importantly, the saitevallows two
different running modes: i) automatic mode, in wWhimnce the procedure starts it will only be intpted when all
disjunction have been resolved, and ii) manual modehich the software suggests the next possibtisions and the
user can decide which ordering decision is goinggdmplemented, and the process can be termiatady point of
the searching process. In this last case, therayateomatically updates the time windows and tha dase in order to
allow launching an APS (Advanced Planning and Suclieg) — like software. In the next section an epénis
presented.
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Figure 1 — Implemented system general illustration



3.EXAMPLE

The STN (Kondili, Pantelides and Sargent, 1993)tligr example is presented in Figure 2, and the stadaving
assignment task/equipment and the demands of firadlucts are shown in Tables 1 and 2. The batclzes s
(represented by X u.m), the processing times (sgmted by Y u.t.), as well the processing poliepfesented by UIS -
Unlimited Intermediate Storage and ZW — Zero Waitggssing policy) are already shown in Figure 1.
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Figure 1 — STN for example (Papageorgiou L. G. télaes C. C. 1996)

Table 1 — Assignment task to equipment

Equipment Task
P1 T10,T21
P2 T32
P3 T31,T72
P4 T23,T30,T60
P5 T20,T40,T50
P6 T61,T70
P7 T11,T22,T41
P8 T51,T62,T71
Table 2 — Final products demands and due dates
Products Quantity Due dates
Prol 70 100
Pro2 50 100
Pro3 50 100
Pro4 50 100

The initial time windows as well the equipment loadbased on the Aggregate Demand are shown irré-igjand
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Figure 3 — Time windows at the root node
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Figure 4 — Aggregate Demand graph of root nodeasézn

The disjunctive arcs that under the equipment logdriterion chosen (Aggregate Demand) contribotéaé larger
peak in the time horizon (circled spot at fig. W) this example, the pair (T50 7) — (that is, t&8k batch 7) — and (T40
7) was chosen, and the decision (T50 7) preced#s {J was implemented.

A new time windows scenario is produced and is showrigure 5, after the propagation mechanismausthed.
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Figure 5 — Time windows configuration at node 1

A time windows reducing can be observed in Figur@te list of disjunctions is updated in order togqeed the
selection of a new pair of tasks. The number gfiditions falls from 602 at the root node to 578ade 1.

In figure 6 is presented the Aggregate Demand gpimode 1 scenario, in which is possible to notitat, in
terms of capacity analysis, the most critical lesitick at the root node no longer exists at the dadiee to the ordering
imposed to tasks (T50 7) and (T40 7). The othertshings in time windows are due to the constraiapagation
mechanism that keeps the search space updated.
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Figure 6 — Aggregate Demand graph of node 1 saenari
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The final solution to this problem is shown in Figw. It corresponds to node 105. The search fe&down in
Figure 8.
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Figure 7 — Final Solution (node 105)
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Figure 8 — Search tree

In the final scenario it can be seen that a sdiabthes are not yet allocated, but all the disjonsthave been
analyzed in terms of ordering decisions. In gen#ral capacity analysis done in each node is notptsim since it



implies that all the possible pairs must be ingzdgd in terms of their impact on equipment cagaditoreover, an
optimal solution only makes sense if there is atinegdity criterion to be pursued. Thus, the onlycern one can have
at this point is if the scheduling solution is fibes or not.

One aspect of the implemented backtracking mectramian be seen at figure 8. There are some infeasibl
scenarios at the search tree (node 95, for examipleihich the searching procedure backtracks o dpposite
ordering decision that has been intended beforinfeasible scenario was reached.

4. CONCLUSION

Constrained Based Search can be an important dosbltve completely or partially scheduling problewith a
high competition among tasks. However one limitirundary to its application is that there are dely affordable
options of languages and software to support ifdémentation. In this paper it was discussed ingmraspects of the
framework to develop a CBS approach, allowing urgervention during the search process. In ourtpaiiview this is
the most important aspect to be kept in a CBS amircsince it is very suitable to deal with problewtsere the
constraints are very difficult to define or everplement.
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