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Abstract. The industrial organization of productive processes have presented a tendency for dispersion and distribution
of manufacturing plants based on an increase of resources and functionality of information and mobility technology. In
this sense, Local Operating Networks (LON, LonWorks) is the name of one of the leading technologies in sensor/control
networking, addressed to a wide range of applications with topology free technology. In spite of its popularity, only a
few design tools are available to simulate LonWorks architectures and predict their performance. In this paper, a model
of the collision resolution algorithm of LonWorks is described. The approach developed in this work is based on the
characterization of LonWorks networks as Discrete Event Dynamic Systems (DEDS), since dynamic behavior is defined
through the discrete events and discrete states. The proposed procedure employs techniques that are derived from
interpreted Petri net, which has been used as an efficient tool for modeling, analysis and control of DEDS. In this
context, the media access control sublayer (MAC) is modeled in different levels of abstraction: a conceptual model
which is obtained using the PFS (Production Flow Schema) technique, and a functional model by using MFG (Mark
Flow Graph). The MFG abstraction level describes details in a functional form preserving the description activities of
upper levels. This procedure allows the structured development of models, facilitating the modeling process of the
algorithm specification. The result presented in this paper for a single network segment can be integrated into a global
networks modeling, since the proposed procedure decomposes the model systematically according to a hierarchal
approach into different modules. In this way, it is straightforward to integrate single segments networks models into
complex networks.
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1. Introduction

In the last few years, markets are becoming glabal independent of geographic barriers. Many matwfag
industries have been established in a distriburetldispersed way, exploring the potential of mopitind information
technology (IT), which provides the means for agédartransnational cooperation (Junqueira, et &620Considering
this, systems need to be supported by formal cdascapd modeling techniques, because the high coatplef
component-based systems often compromises its stensy. The high complexity is caused mainly by timn-
deterministic and concurrent behavior and inteosctif components. This complexity also leads torgjrdependencies
between a component and its environment. In thigest, this work aims at a modeling procedure ebenmunication
protocol that guarantees its predictable behaviwt permits distributed industrial implementatiorhisT paper is an
introductory work related to modeling a distributggplication in industrial environments with topgjofree technology
contrary to the central architecture common usedhdustrial applications. These centralized architees, such as PC-
Host and PLC control, are typically specified witbterministic industrial protocol works, such ampas area network
(CAN) and PROFIBUS (Cavalieri, 1996; Marschall, 629

Nowadays, building automation and industrial systeimtegrates computing, communication, and conintd
different levels of operations and information prsses. These distributed control systems are aadiettlol network, and
have sensors, actuators, and controllers interad@deby communication networks. Local Operating videks
(LonWorks), designed by Echelon Corporatitm be used in building and industrial automatippled to distributed |
control, sensor, and actuator networks. Charaetgrizy decentralized organization and asynchronata ttansfer,



LonWorks can support large-scale fieldbus netwodsing multiple media with peer-to-peer or mastemsl
architectures. Due to architectural flexibility, iMorks smart devices are intended not only to aeqdata from the
environment in a sensor network, but also to imttendth the object being sensed in a feedback ksp control network.

LonWorks has become a classic solution in buildigomation, and home networking including all keylding
automation subsystems: heating, ventilating an@@iditioning, lighting, security, fire detectioagcess control, energy
monitoring (Miskowicz, Golanski, 2006). Among otherLonWorks platforms are also used in semiconducto
manufacturing, pulp and paper equipment, materadhing, textile machinery, petrochemical, food drelerage,
automotive manufacturing and wastewater treatment.

The ANSI/EIA 709.1 control network standard, alsmWwn as Lontalk protocol is the communication pcotoof
LonWorks and provides services to all seven lagéthe 1SO/OSI reference model (ECHELON, 1995).

This protocol uses non-deterministic media accesthod (MAC) called predictive p-persistent CSMA.sbiée the
non-deterministic MAC method, Lontalk is used ifitseal time applications with moderate traffic. Advantage of this
protocol is that it keeps the collision ratio indedent of the channel utilization and it uses tepkn for partial
predication of the channel backlog (Bauer, Ros&led2).

The predictive p-persistent CSMA algorithm is alis@n detection technique that randomizes chaaneéss using
knowledge of the expected channel load. In this,veajlision rate is decreased effectively underviyeaetwork load
while sufficient throughput and bandwidth utilizati under light load can still be guaranteed. Prgvistudies confirm
the advantage of this algorithm (ECHELON, 1995).

Some works approach the modeling of predictive igiptent CSMA. Miskowics (2003) studied how to aptie the
predictive p-persistent CSMA in terms of the seflrtime requirements, based on a channel-centnialgtion model.
Wang et. al. (2005) studied the protocol with aeredntric simulation model and compared it witteal mnetwork and a
Marcov chainbased analytical model.

The purpose of this paper is to propose a novetcggh to model this protocol that guarantees itedigtable
behavior and permits distributed industrial implemagion. The approach developed in this work isedasn the
characterization of LonWorks protocol as Discreteef Dynamic Systems (DEDS), since the dynamic Yiehas
defined through the discrete events and discratesst

On the other hand, Petri net is a convenient toolmtodel parallel algorithms and communication prots.
(Hanzalek, Svadova, 2001Retri net is a graphic and mathematical tool fodeling, analyzing, and designing DEDS.
Among its main advantages, there is easy graplécgretation, identifying states and actions inleaicway, and the
possibility of representing the system dynamics stnacture in many levels of detail (Murata 1986téPson 1981). Petri
net can also model synchronism, asynchronism, cogece, causality, conflict, and resource sharing.

The proposed procedure uses techniques that d@kedef interpreted Petri net, which has been pnaeebe as an
efficient tool for modeling, analysis and contréIREDS (Reizig 1985; Murata 1989; Peterson 198&1}his context, the
media access control sublayer (MAC) is modeledffer@nt levels of abstraction: a conceptual modgiich is obtained
using the PFS (Production Flow Schema) technigus,land a functional model by using MFG (Mark FI@raph). The
MFG abstraction level describes details in a fuoral form, in which the description activities afepious levels are
preserved.

This paper is organized in the following way: Sewti2 The predictive p-persistent CSMA protocol isety
explained. In Section 3, the technique derived fRetri net is presented. In Section 4, a methogofogmodeling the
predictive p-persistent CSMA protocol is introducEadhally, section 5 presents the main conclusions.

2. Predictive p-persistent CSMA protocol

All network protocols use a MAC algorithm to alladevices to determine when they can safely sendckepaf
data. MAC algorithms are designed to either elit@nar minimize collisions. A collision occurs whéwo or more
devices attempt to send data at the same timealkoptotocol uses the predictive p-persistent CSpMétocol that has
excellent performance characteristics even dureripds of network overload (ECHELON, 1995). Thistpcol uses a
collision detection technique that randomizes th@ntiel access using knowledge of the expected ehérad.

Like CSMA, predictive p-persistent CSMA senses thedium before transmitting. The most importantedéghce
with CSMA algorithms is its ability to estimate c¢imeel traffic load and adjust the probabildfaccess to channel. It is a
variant of p-persistent CSMA with the differencattthe parameter p, the probability with which akm is transmitted
when the channel is idle, varies according to thffic condition while it is constant in p-persisteCSMA.

When the traffic is high, p is small; when the fiaflecreases, p will increase automatically. s thay, collision rate
is decreased effectively under heavy network loadensufficient throughput and bandwidth utilizatiander light load
can still be guaranteed (Xiaoming, Geok-Soon, 200i8kowicz, 2003). The behavior of this algorithmncbe defined
by a set of discrete states that are changed dihe toccurrence of instantaneous discrete evergnfgles of events are:
channel detection (channel can be idle or busyketaransmission (success or collision), etc. Typ& of system can be
classified as a Discrete Event Dynamic System (DE@®izig 1985; Murata 1989; Peterson 1981). Tlaeevarious
methods for modeling and analyzing DEDS, such &s Ret, Markov chain, Queue Theory, Mini-max Algaland State
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machines but among them, Petri net has proved tefteetive and very useful because of it graphid &rmal
description, among other reasons (Reizig 1985; Mul®89; Peterson 1981). According to Hanzalek &uaddova
(2001), Petri net is a convenient tool to modebfiar algorithms and communication protocols.

3. The Petri net approach

Petri nes offer a mathematically defined technique for theedfication, design, analysis, verification arld
performance evaluation of concurrent distributedtesyps. They offer not only precise semantics artthearetical
foundation, but also a graphical form that fadiétathe understanding of both information and arftow within the
same formalism. As an intuitively appealing graphiform of presentation, Petri net can also modgickronism,
asynchronism, concurrency, causality, conflict, aesburce sharing. Among the Petri net interpmatatifor DEDS, the
PFS/MFG technique (Miyagi, 1996) is adopted. In B¥S/MFG, an interpreted Petri net-based modehefsystem is
built by using a top-down approach. Firstly, a aptoal model is obtained using the PFS (Produdtionw Schema)
(Miyagi; Arata, 1997). Then, the PFS model is refininto a functional model using MFG (Mark Flow @i
(Hasegawa et al., 1987).

The choice of PFS/IMFG among the many Petri netssela around was guided by their ability to buildnpact,
structured, and declarative system models, witboatpromising the mathematical power of Petri nebtk.

The aim of PFS is to identify the activities penfad on a flow of discrete items (information or eratl) at a high
level of abstraction. The PFS model has no dynamic.

On the other hand, MFG explicitly shows the behawibthe activity and the interaction with external components.
The MFG models the system dynamics by modifying nbenber and distribution of marks in the graph. TheG
consists of the following six elementmx, transition, directed arc, mark, gate arc, andoutput signal arc.

(1) A box represents a condition for an action (an event).

(2) A transition represents an event of the system.

(3) A directed arc connects &ox and aransition, and its direction shows the input/output relati@tween them.

(4) A mark is placed in dox to indicate that the condition corresponded tdbtheis holding.

(5) A gate arc connects aransition with a signal source and, depending on the sighgermits or inhibits the
occurrence of the event that corresponds to thenemiadtransition. Gate arcs are classified into enabling or
inhibitor, and internal or external.

(6) An output signal arc transmits a flag from box to an external element of the graph. The valusigifal is “1” when
there is amark in thebox, otherwise it is “0”.

The detailed definition of PFS, MFG and its extensican be found in (Miyagi, 1996; Kaneshiro, et2005).

4. The predictive p-persistent CSMAalgorithm procedure
The procedure proposed for predictive p-persisB8iMA algorithm modeling is composed of 3 stepsisiffated in
Fig. 1 and detailed as follows:

N
‘){ Stage 1:Algorithm description.
1
( N
> Stage 2:Algorithm structural modeling
(&
Y .
(—[ Stage 3:Algorithm conceptual and functional modeling

Figure 1.Prcodedure for predictive p-persistent @Shigorithm modeling

Stage 1: Algorithm description

This is the initial stage in algorithm modeling. ridega research is carried out with the purposeewiewing the
predictive p-persistent CSMA algorithm and itsfiafoad prediction mechanism according to the AMESA 709.1.

This protocol operates in the following way: a ngasbde, that has a packet to send, monitors thangheefore
transmission. When it detects no transmission dubetal period, it asserts the channel is idlenTihgenerates the
random delay time (RDT). If the channel is stilleidvhen the RDT expires, the node transmits. Otlserwthe node
receives the incoming packet and competes for liaarmel access again. Betal is the time constaehdiy physical



layer parameters and respect propagation delagetkfiy the media length, detection and turn-rowidydwithin MAC
sublayer. Beta? is the basic number of randomiglatg, and is equal to a constant value of 16.

Fig.2 shows the concepts and parameters of thigrb A ready node monitors the status of the obamand
determines the channel to be idle if it sensesrawsmission during betal period. Nodes withoutaalygpacket during
this period will remain in synchronization for theration of the following random delay time andghifithe packet is
ready after the end of betal period, it can bestrated in a valid slot according to the ready reodénen, the ready node
generates a random delay time from 0 to (16*BLit} 8me. If the channel is idle when this delaypigs, the node
transmits; otherwise, the node repeats the MACratgo (Wang, et al., 2005).

beta1

Random delay time

beta2
Packet K Ll 1 L ¥ ‘PacketL |
FTTT T T TT
Winner node

Figure 2. Predictive p-persistent CSMA concepts pardmeters

BL is an integer maintained by each node. It ifafy set to its minimum value, which is equaltpand its
maximum value can be 63.

Backlog BL is increased:

« By the backlog increment after sending or receidmacket with non-zero backlog increment;

« By one whenever a collision is detected by a tranisig node.

Backlog BL is decreased by one:

< If a packet with a backlog increment of “0” is teanitted or received;
If a packet cycle time expires without channehatti

Stage 2: Algorithm structural modeling
This stage consists in developing the predictiveersistent CSMA structural model. At this stages thterfaces

among MAC sublayer, link layer and physical layex eepresented. In Fig. 3, a frame reception iglleahentirely by
Link Layer, which notifies MAC sublayer about eacbrrect packet via the Frame OK primitive. Link dayuses
primitive M_Data_Request to pass an outbound Lim&tdzol Data Unit (LPDU) to MAC sublayer. Nextising
P_Data_Requesthe packet is sent to Physical layer for an im@ediransmission. Physical layer returns to onthef
three admissible results after the transmissiomgiek, Capek, 2001):

« successwhen the packet transmission is finished;

« request_denied:when an activity was detected on the channel befor start of the transmission;

« collision: when one or more nodes sense the channel idie fadt another node is beginning to transmit.

Ch_activity is an indication of the channel acwviprovided by Physical layer, and P_Data_Indicatien

information about an incoming packet.

TL_data indication lL_data request

Link Layer

YFrame_OK Yy M_data request

MAC sublayer

AA A
Ch_activity P_data request

Y

P_Data indication

Physical Layer

Figure 3. MAC sublayer interfaces (Hanzalek, Ca2éik)1)

Fig. 4.a shows a typical network architecture cstivgy) of n nodes (MAC node 1 to MAC node n and egponding
M_data request messages) sharing the physical. layghis model, the network architecture is imptaned by the
interactions between different nodes processeschadnel activity (physical layer). There are maitvyp interactions
between nodes and the channel.
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One interaction happens when a node releases émneh At this time, the physical layer should mnficto the sensor
activity channel of other nodes, that the chansaétlie. The other interaction occurs when a nodehes the channel.
This node checks whether or not a collision appaacdsthen, the channel informs other nodes. Figshdws the tree
components (sensor activity channel, backlog esiimaand node substructure) that compose a MACageblnode
model. The interaction between components andhharel is described in the next stage.

Link layer
M_data request
MAC sublayer Node n
A
Sensor ~
activity
channe
A _ Node
Physical Layef g pstructure
&M_data request ‘M_data request ‘M_data request
MAC MAC MAC Backlog |
sublayer sublayer sublayer estimation |«
Node 1 Node 2 Node r A
Physical Layer y
/\/ Physical Layer
Figure 4.a Network architecture Figdre MAC sublayer node structure

Stage 3: Algorithm conceptual and functional modetig

At this stage, the modeling of the predictive psient CSMA algorithm is performed systematicakkgording to a
hierarchal approach. Initially, the algorithm copit&al modeling is developed by gradually refinihg models until its
functional model is obtained. The conceptual modelparticularly important to deal with interpretats of the
information obtained in the previous stages. Thigleh describes the MAC algorithm and allows a desgerstanding of
different parts. Afterwards, the modeling of théemelation and functions of its components resiltthe appropriated
functional specification. At this stage, the PFSB/methodology is adopted. (Miyagi, et al. 2002)e Tiinctional model
contains the description of the algorithm dynangbdovior.

Node
) substructure

Sensor activity
= channel
Start Monltorsth O Wait Collision .

C lcyclel channel I I:backlog ’ Ealculatlor’ Q——E’ransmlssmr’ C

| Backlog ~
estimation

Request_denied

L collision

Figure 5. PFS model of MAC sublayer node substrectu

Fig. 5 presents the PFS model of one node MAC gablasing predictive p-persistent CSMA algorithm.this
model, the activity “start cycle” can be initiatethen the node finished sending a previous packetthere is a new
packet to be sent (node receives M_data_request frimk Layer). The activity “monitors the channel” receive|s
information about the channel activity from theriser activity channel” (see Fig. 6). If the chanisebusy, the node



continues monitoring, but when it detects no tramsion during betal period, the next activity “waicklog” is
performed. In this activity, the node delays a namdf time slots of beta2 duration.

Sensor activity
channe ]

Channel active

Channel idle
l —— Channel active
1° ollisior
Py |‘ I:Channel idle
Free |Beta1 Start Not free | Collisior
< Ny . < N
Monitors the Collisior
| channe calculatior

Figure 6. MFG model of the activity “Sensor actithannel”

Fig. 6 describes the dynamic behavior of “senseéivic channel” developed in MFG. In thisctivity, the channel
stage is constantly monitored, where thex “free” represents the channel is idle, thex “not free” represents the
channel is active and thmx “collision” represents a collision of two o moredes in the channel. If the token resides in
box “free” continuously during betal period, trangitibetal fires, and the token moves ibtx “start”. Otherwise, if
traffic appears on the channel when the token essiabox “free” and betal period is not finished, then terk moves
from box “free” to box “not free”. Markedbox “start” means that the channel is in the idle testmnd sends a signal to
perform theactivity “monitors the channel”. If two or more physicaldes perform media access at the same time, then
both of them can detect the free state of the adlaarmd consequently can start to send their ddiia.r€sults in collision,
represented by mark in box “collision”. Finally, if there is nactivity on the channel, the token returns tolbr “free”.

Backlog
estimation

Figure 7.a MFG of thactivity “Backlog Estimation”

BACKLO box3
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\\
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Figure 7.b MFG of theter-activity “Backlog”

The activity “backlog estimation” (see Fig. 7) adktes a random delay according to the channelifctif the channel
is still idle when the random delay expires, #otvity “collision calculation” is performed. Otherwiséetnode receives
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the request_denied packet and competes for thenehatcess again. When tletivity “collision calculation” is
finished, the node will perform thactivity “transmission” if collision is not detected. Othése, the node receives the
collision packet and competes for the channel accg<ollision may occur in a vulnerable periodwhich one node
senses the channel idle but in fact another nobdlegning to transmit. When the transmission etfdsnode returns to
the sleep state.

The mean value of the predicated channel loaceistfannel backlog (BL). Due to the limited spacailable, in Fig.
7.a only 4-level backlog estimator is modelBdxes BL1, BL2, BL3 and BL4 represent the state of taeklog estimator
and correspond to the current value of channellbgclimed transitions t1, t2, t3 e t4 are timeghsitions (labeled by
“t”) with deterministic firing time corresponding tthe packet cycle. Via t4, t5, t6 or t7, predietp-persistent CSMA
generates a stochastic time delay (labeled “s"nfil@ random timing interval, which is dependent be estimated
channel backlog. According to Fig 7.b, just on¢hef transition t4, t5, t6 or t7 is fired at a givéne.

Once the models are built, simulation can be peréat to provide information about the algorithm badbar,
allowing, for example, the detection of deadlock occurrepassible non-desired states, etc. Then, the madeisbe |
analyzed in order to verify if they satisfy the sifieations of the algorithm in such a way thatdignamic behavior is
equivalent to the expected behavior. The veriftgattan be conducted by simulation technique baseth® Petri net
properties (Peterson 1981; Murata 1989).

5. Conclusions

This paper is an introductory work that aims fag thodeling of a distributed application in industénvironments.
This application is topology free technology congrto central architecture commonly used in indastapplications.
The procedure presented, for the modeling of aistofl resolution algorithm of LonWorks, permits segictable
behavior at communications level which makes a @rapdustrial application implementation, well gaditfor control
applications. This procedure allows the structudeselopment of models, facilitating the modelingpgass of the
algorithm specification. A node-centric approachrtodel this protocol was developed using intergt@etri net. In the
development of the model, the PFS/MFG technique praposed to facilitate the design. The result shdlwat this
method has the following features:

» It is a systematic approach for the constructiommoflels that can be used for verification and ‘ai@h of the

algorithm.

* It describes the algorithm from conceptual to dethlevel according to the hierarchical structufehe systems

activities, considering aspects such as modularityflexibility.

Nowadays, LonWork networks tend to be more comg@es usually consist of several segments connedted v
routers. Thus, the modeling of a single networkgnsmnt is only a small part of the overall modeliktpwever, the
procedure proposed in this paper for a single nétwwegment can be integrated into a global networkdeling, since
the procedure proposed decomposes the model sy&taliyaaccording to a hierarchal approach intded#nt modules.
It is therefore straightforward to integrate singggments networks models into complex networks.
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