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Abstract. Unstructured mesh based discretization techniques can offer advantages relative to standard finite difference approaches 

which are still largely used to model flux flow through porous media (e.g oil-water displacements), due to their flexibility to model 

complex geological features and due to their capacity to incorporate mesh adaptation techniques. In this paper, we consider an 

unstructured edge-based finite volume formulation (FV) which is used to solve the elliptic pressure equation and the non-linear 

hyperbolic equation that arises in oil-water displacements problems when IMPES (IMplicit Pressure Explicit Saturation) techniques 

are used. The IMPES method is a segregated type method in which the flow equations are manipulated in order to produce an 

elliptic pressure equation which is solved implicitly and a hyperbolic type saturation equation, which is solved explicitly. The 

numerical formulation includes the use of an edge-based high order upwind type method to deal with the “non-viscous” terms of the 

Bucklet-Leverett (saturation) equation. In order to improve the overall accuracy of the solution at a reasonable computational cost, 

we have used a h-type mesh adaptive procedure. An “a-posteriori” error estimator based on gradient recovery is used to control the 

adaptive process. A simple two dimensional model example is solved in order to show the potentiality of the presented formulation.  

  

 

Keywords: unstructured meshes, edge-based data structure, h-type mesh adaptation, finite volume method 

 

1. INTRODUCTION 

 

In the present paper, we consider an edge-based unstructured finite volume formulation using node centered median 

dual control volumes. This FV formulation is used to solve the partial differential equations resulting from the modeling 

of the immiscible two-phase fluid flow of oil and water when the IMPES (IMplicit Pressure Explicit Saturation), 

approach is used (Ewing, 1983; Carvalho et al., 2005; Hurtado et al., 2005; Carvalho et al., 2006; Hurtado et al., 2006). 

The IMPES method is a segregated type method in which the flow equations are manipulated in order to produce an 

elliptic pressure equation solved implicitly and a hyperbolic type saturation equation which is then solved explicitly. 

The edge-based data structure allows for the implementation of different types of upwind biased discretizations in the 

context of 2-D and 3-D unstructured meshes (Lyra and Morgan, 2002; Woodfield et al., 2004; Carvalho et al., 2005). 

Here, in order to account for the non-viscous term appearing in the saturation equation, we use a high order upwind type 

method adapted for unstructured meshes. The edge-based finite volume formulation is very flexible and efficient, being 

similar to the edge-based finite element formulation when linear triangular (tetrahedral in 3-D) elements are employed.  

The use of automatic mesh adaptation is very attractive because it allows for a better representation of the saturation 

fronts occurring in immiscible flows and because it can yield a more accurate representation of the fluid flow near 

wells, at a reasonable computational cost. To perform the mesh adaptation, we have used a local mesh embedding or h-

type adaptation, in which the elements of the triangular mesh are either subdivided or grouped according to an “a-

posteriori” error estimator based on a global gradient recovery technique.  

 

 

 

 



2. MATHEMATICAL FORMULATION  

 

The governing equations for incompressible, immiscible two-phase displacement of oil by water through rigid 

porous media are obtained by combining Darcy’s Law with the mass conservation equation for each phase (Ewing 

1983; Chen et al., 2002; Carvalho et al., 2005; Carvalho et al., 2006).  

Assuming that the phase velocities obey the Darcy’s law, and by ignoring gravitational effects, we can write for 

phase i,  

 

i i iv K Pλ= − ∇
�

�
                            (1) 

 

where i = o (oil) and w (water), K
�

 denotes the absolute permeability tensor of the rock, and the phase mobility is 

defined as, 

 

i
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with ik  being the phase relative permeability and iµ  the phase viscosity. We will also assume incompressible fluids 

and porous media. We will also neglect capillary pressure and assume that w oP P P= = , where (w) and (o) stand, 

respectively, for the wetting (water) and the non-wetting (oil) phases. The conservation of mass for each phase i can be 

written as, 
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In Equation (3), φ  is the porosity, i.e. fraction of the rock which can be occupied by fluids, iq  denotes sources or 

sinks, iρ  is the phase density and iS  is the saturation of phase i, which represents the percentage of the available pore 

volume occupied by this phase. Due to this last definition, we can write the constitutive relantionship, 

 

o wS S 1+ =                              (4) 

 

Combining Eq.(1) to Eq. (3) and after some algebraic manipulation we obtain the following pressure equation, 

 

( )K P Qλ∇ ⋅ ∇ = −
�

 or v Q∇ ⋅ =
�

                       (5) 

 

where, o wλ λ λ= +  is the total fluid mobility, K
�

 is the permeability tensor, o wv v v K Pλ= + = − ∇
� � �

�
 is the total velocity 

field and w oQ Q Q= + , with ( )i i iQ q ρ= , is the total injection or production specific rate.  

In 2-D, the porous media permeability K
�

 which is, in general, a full tensor, can be written in Cartesian coordinates 

as, 
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                          (6) 

 

where, for the pressure equation to be elliptic, we further assume that 2

xx yy xyK K K≥ . 

By introducing the fractional flow function ( )i i o wf λ λ λ= + , we can also derive a non-linear hyperbolic equation 

for the water saturation, which can be written as, 

 

          w
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                         (7) 

 

In Equation (7), the term w wF f v=
� �

 is the flux function which is a non-linear function of the water phase saturation, 

i.e., ( )w w wF F S=
� �

. It is worthy noting that the pressure and saturation fields are connected through the total velocity v
�

. 
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Therefore, the accuracy of the velocity field, which is directly obtained from the pressure field, highly influences the 

solution of the hyperbolic saturation equation. 

 

3. NUMERICAL FORMULATION 

 

As mentioned previously, in the present work we have adopted a node centered median dual control volume 

technique, in which the coefficients necessary to our calculation are associated to the edges and to the nodes of the mesh 

(Luo et al., 1995; Crumpton et al., 1997; Sorensen, 2001; Lyra et al., 2004, Rees et al., 2004; Carvalho et al., 2005). 

These edge and node coefficients are pre-computed in a pre-processing stage from the more traditional element data 

structure which is commonly used in the finite element method.  

Even though, there is no restriction to the shape of the elements utilized to discretize the spatial domain, it is 

important to keep in mind that FV edge-based schemes are only linearly preserving (i.e., they exactly represent a linear 

field) on triangular (2D), tetrahedral (3D) or orthogonal quadrilateral (2D) and hexahedral (3D) meshes. Therefore, 

extra care must be taken when using different element types, especially when considering distorted meshes.  

The median dual control volumes (CV) adopted are built connecting centroids of elements to the middle point of the 

edges that surround a specific mesh node. In edge-based node centered schemes, fluxes are usually integrated on the 

dual mesh through one or more loops over the edges, and the computational cost is, essentially, proportional to the 

number of edges of the mesh. In order to properly handle material discontinuities we perform the integration over the 

whole domain in a sub-domain by sub-domain approach, where a sub-domain is defined by a group of elements that 

share the same physical properties such as permeability and porosity.  

 

3.1. Implicit pressure equation 

 

In order to obtain our discrete equations, we can write, 

 

v Q∇ ⋅ =
�

                              (8) 

 

Integrating (8) over the domain and using the divergence theorem, yields, 

 

v n Q

Γ Ω

⋅ ∂Γ = ∂Ω∫ ∫
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                           (9) 

 

After some algebraic manipulation, for a node I of the mesh, we can write the discrete form of Eq. (9) as, 
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In Equation (10), summations are performed over the edges ( )IL connected to node I. The upper index Ω  

represents approximations on the middle of edges LIJ  connected to node I, and Γ refers to boundary edges only. 
LIJv
�

 

stands for the mid-edge velocity and 
IV  is the volume of the CV surrounding node I. The geometrical coefficients 

LIJC
�

 

and 
LIJD
�

 are defined as, 
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In Equation (11), K KA TL= , K 1 K 1A TL+ += and L LA TL=  are the areas of the control volume face associated to the 

normals Kn
�

, K 1n +

�
 and Ln

�
, respectively, and T  is the thickness of the domain.  

In order to approximate the mid-edge gradients/velocities required in Eq. (10), different strategies can be devised 

(Svärd and Nordström, 2003). A classical approach involves using a simple two point approximation in which mid-edge 

velocities are formally second order accurate only if the media is isotropic and the straight lines that connects two 

adjacent nodes and the control volume faces are orthogonal to each other as in the case of the Voronoi tessellations 

(Edwards and Rogers, 1998). Schemes using such approaches are equivalent to the so called control volume finite 

difference methods (CVFD). In the present work, we have used a different approach which was originally devised by 

Crumpton et al. (1997) for the discretization of diffusion terms of the Navier-Stokes equations. In order to obtain the 

final discrete system of equations, we first determine nodal gradients as functions of the discrete pressure field and then, 



we use these gradients to compute the elliptic terms in a second step. In this approach, mid-edge gradients/velocities are 

split in two parts, the gradient component parallel to the edge is obtained via a two point finite difference approach, 

while the gradient component normal to the edge is obtained via the projection of the arithmetic mean of the gradients 

of the nodes belonging to the edge, which were computed in the first step. Further details about the method and the 

treatment of non-homogeneous and anisotropic materials can be found in Crumpton et al. (1997), Sorensen (2001), Lyra 

et al. (2004), Rees et al. (2004), Carvalho et al. (2005). 

 

3.2. Explicit saturation equation 
 

In petroleum reservoir simulators, the common way to discretize the advective term that characterize the hyperbolic 

saturation equation is to use classical first order upwind type methods which are capable of completely eliminating 

spurious oscillations at the cost of introducing a large amount of artificial diffusion, (Ewing, 1983). On the other hand, 

pure second order schemes produce physically unrealistic results, with overshoots and undershoot in the vicinity of 

sudden changes in the saturation field (i.e. shocks).  

In the present paper, we have used an edge-based higher order upwind type method which was developed by 

Woodfield et al. (2005). In our preliminary tests, this scheme has proved to be more robust than other edge-based 

schemes that rely on gradient extrapolation or artificial dissipation schemes such as those presented in Lyra and Morgan 

(2002) and Carvalho et al. (2005). The method proposed by Woodfield et al. (2005) is essentially a variation of the 

MUSCL (Monotone Upstream Scheme for Conservation Laws) scheme of Van Leer (Hirsch, 1988). In this case 

monotonicity is enforced through a scalar limiting function applied to the piecewise polynomial reconstruction 

procedure. The monotonic constrains are normally introduced in the form of slope limiters in order to avoid over and 

undershoots in the numerical solution. Below, we present a brief description of the scheme. For further details, see 

Woodfield et al. (2005). 

By integrating Eq. (7) and applying the divergence theorem we can write, 

 

( )w

w w w

S
F S n Q

t
φ

Ω Γ Ω

∂
∂Ω + ⋅ ∂Γ = ∂Ω

∂∫ ∫ ∫
� �

                     (12) 

 

 The source term, which was treated using a simple fractional step approach (Le Veque, 1992), is non zero only at 

production wells and for a particular mesh node I, the second term in the left hand side is approximated as, 
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where ( ) ( )L L L L
IJ IJ IJ w IJ w

v f Sα = ∆ ∆
�

, with ( ) ( ) ( ) ( )( ) ( ) ( )( )
L L L LIJ w IJ w J w I w J w I w

f S f f S S∆ ∆ = − −  and the superscripts (-) and 

(+) are used to indicate that fluxes are computed using the following linear extrapolated saturation values, 
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where 
L

IJ
����

 is the length vector in the edge direction (i.e. 
LJ Ix x−
� �

), and *

I
ψ  is a slope limiter which must smoothly 

switch from one (second order scheme) to zero (first order scheme) in the vicinity of saturation shocks. This slope 

limiter is computed using the following expression, 

 
*

LI I IJψ ψ ψ=                                 (15) 

 

 In Equation (15), 
I

ψ  is responsible for switching the scheme from second order to first order whenever necessary 

and 
LIJψ  is responsible for the edge interpolative boundedness, i.e. it guarantees that the extrapolated values of the 

saturation values remain between ( )I w
S  and ( )LJ w

S .  

Before defining 
I

ψ  and for convenience of notation, we define the following dimensionless parameter, 
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In Equation (16), 
( )LJ min w

S  and ( )LJ max w
S  are, respectively, the minimum and the maximum values of the saturation 

considering all nodes directly connected to node I (i.e. LJ ) excluding I itself. In multi-dimensional problems, the 

saturation is said to be “bounded” for every node I in the computational domain, if the following relation is true, 

 

I0 1γ≤ ≤                                   (17) 

 

The use of the second order scheme at the whole computational domain except where Eq. (17) applies is not a safe 

strategy because there is not a smooth transition between the second order and the first order schemes. A safer approach 

consists in introducing a user defined free parameter which ranges from 0 0.5δ≤ ≤ , such as, 

 

I 1δ γ δ≤ ≤ −                                 (18) 

 

Using the definitions of equations (16) and (18), we can compute the parameter 
I

ψ  as, 
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It is worth mentioning that the first requirement avoids division by zero in the definition of 
Iγ . In the present paper, 

we have used 0.2δ = . Note that, smaller values of this parameter will turn the scheme less diffusive as the limiter will 

tend to switch on and off more abruptly as δ  tends to zero, while larger values of the parameter will imply in a smaller 

range of values of γ  for which the second order scheme is used.  

On the other hand, to ensure edge interpolative boundedness the parameter 
LIJψ  can be defined as, 

 

( )max 0,
LIJψ θ= , with 
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����                     (20) 

 

 As previously mentioned, we have chosen this method due to its robustness and relatively low computational cost. 

During the adaptive process, close to elements with high aspect ratio, other alternatives, such as the gradient 

extrapolation approach or the artificial dissipation scheme ((Lyra and Morgan, 2002; Carvalho et al., 2005), have 

respectively produced erroneous solutions with noticeable over and undershoots or overly diffusive solutions. 

 

4. MESH ADAPTATION STRATEGY 

 

The accuracy of a numerical simulation depends on the order of the approximation and on the distribution of the 

nodes along the computational domain. The density, the shape and the gradation of the elements depend, among other 

things, upon the numerical method used and upon the geometric characteristics of the problem. Usually, based on some 

kind of knowledge of the solution behavior or on some error estimate a mesh adaptation procedure can be devised.  

The mesh adaptation procedure used in the present work requires several steps. The computational codes utilized are 

fully independent and we have chosen to build a macro-code which controls all the adaptation procedure, transferring 

the necessary information among the different programs (Lyra et al., 2002). In Figure 1 we show a flux diagram which 

shortly describes the steps of the adaptation algorithm. For transient problems, after each time step, or a pre-defined 

number of time steps, the error analysis is performed and when necessary the time integration is interrupted. During the 

transient analysis, when the error tolerance is achieved a new mesh is built and the solution of the previous time level t
n
 

is interpolated to the new mesh generated and then, the time integration proceeds. We discard the solution at time level 

t
n+1

 in order to avoid the use of a solution which does not satisfy the established error criteria avoiding the error 

accumulation and the deterioration of the solution (Araújo et al., 2004).  

 

4.1. Mesh generation 



 

In order to perform the spatial discretization we have used a computational program capable to generate triangular, 

quadrilateral and mixed two-dimensional meshes (Lyra and Carvalho, 2006), even though, in the present paper, we have 

only used triangular meshes. This program can generate iso and anisotropic (i.e. directional) meshes over multiple 

domains. The triangulation of the domain is performed through an “Advancing Front Technique”, in which the control 

mesh parameters (i.e. nodal spacing, direction and stretching factor) are interpolated from the values introduced through 

a background mesh and the quadrilateral and mixed meshes are obtained through an indirect approach which involves 

the merging and splitting of triangular elements. This approach is completely described in Lyra and Carvalho, (2006) 

and references thein. 

 

 
Figure 1. Flux diagram describing the steps of the adaptation algorithm. 

 

4.2. Finite volume model 

 

After the spatial discretization, the next step consists in the generation of the finite volume model, which also 

includes the proper definition of initial and boundary conditions. The mesh topological data (nodes, edges and 

elements) are associated to the geometrical entities (points, curves and domains). This allows for the association of the 

initial and boundary conditions to the geometrical entities. This is extremely important due to the fact that, in an 

adaptive procedure, each new created mesh is associated to a new numerical model. 

 

4.3. Error analysis 

 

The error analysis tool controls all the adaptive procedure. It indicates the values of the parameters used to build the 

new mesh and it also defines the stop criteria of the adaptive process. A posteriori error estimator based on the gradient 

projection is used. The main idea of this error estimator is to compute the difference between the approximate 

discontinuous gradient field and the approximate continuous gradient field. The latter is computed through the “Global 

Variational Recovery” technique (Zienkiewicz and Zhu, 1987). 

In our adaptation strategy we compute the mesh parameters through an error analysis in which two error estimates 

are used. In the first one, the global solution error is computed taking into account all the elements of the mesh and, in 

the second one, we exclude the elements which can not be refined based in the adaptation criteria as it would create 

elements with spacing smaller than the allowed one (Araújo et al. 2004).  

In two-phase fluid flows, multiple choices can be made in the definition of the variable that dictates the mesh 

adaptation procedure, such as the saturation, the pressure or the velocity field. In the present work, we have chosen the 

somehow conservative choice of using both, saturation and pressure as the control variables. Each time the error 

analysis is performed, the global error is computed for both fields and the mesh is adapted whenever the error for one of 

the two variables is over the prescribed tolerance. This choice is certainly conservative and further studies are necessary 



Proceedings of COBEM 2007 19th International Congress of Mechanical Engineering 
Copyright © 2007 by ABCM November 5-9, 2007, Brasília, DF 

 

to improve it, but it certainly guarantees that the mesh will be improved near wells and along the saturation shocks 

where both variables present their highest gradients, which are precisely the spots where a better resolution of two fields 

is of utmost importance.  

 

4.4. H-type mesh adaptation 

 

In this mesh adaptation strategy, the meshes are automatically refined in regions of coarse resolution presenting 

discretization errors above the tolerance and they are derefined in regions where the errors are below a prescribed 

tolerance. Bellow, we shortly describe the procedure of the h-type adaptation,  

 

1. Determine the refinement level for each element;  

2. Bound the interelement difference of level in an unity; 

3. Assure good mesh regularity;  

4. Handle irregular nodes through transition elements;  

5. Create a new mesh. 

 

The degree of the element refinement/derefinement, i.e. how much an element must be subdivided or grouped is 

determined through an error analysis and it is up to the user to limit or not the subdivision or grouping of elements in a 

single stage. Using the error indicator for each element and the global error estimate together with the information of 

the theoretical behavior of the convergence rate of the solution and the equal distribution of errors (Zienkiewicz and 

Zhu, 1987), is possible to estimate the distribution of the element sizes necessary to achieve the prescribed tolerance. 

These estimated sizes are compared to the current mesh, defining the refinement degree, which is set positive for 

element subdivision and negative for element grouping. Our “standard” pattern of subdivision splits triangles into four 

triangular elements through the creation of intermediate nodes on the middle of the edges, for further details, see Araújo 

et al. (2004) and references therein.  

In order to simplify the process of creation of a final consistent mesh, we used two criteria to adjust the degree of 

each element refinement to build the new entities of the mesh. The first criterion adjusts the element levels in a way that 

the biggest difference among the degrees of refinement of the neighbor elements is a unity. The second criterion aims at 

the formation of a more regular mesh. Therefore if an element has more than two neighbors with a degree bigger than 

its own level we add one unity to its degree.  

At the end of the three first steps of the general algorithm we have a mesh with irregular nodes which are eliminated 

through transition elements of the same kind, subdividing an element in other two. The last step, involves the building 

of the connectivity matrices, the boundary edges and the coordinates which describe the new mesh. 

 

5. EXAMPLE 

 

5.1. Homogeneous ¼ of five-spot water flood problem  
 

This problem, which was adapted from Helmig (1997), consists in a ¼ of five spot problem. Residual saturations are 

rw ro
S S 0.0= =  and fluid properties are 3

w o 1000 kg mρ ρ= =  and ( )w o 0.001 kg m.sµ µ= = , the absolute 

permeability  is equal to 7 2

2 10 mK I−=
� �

 and porosity is constant with 0.2φ =  throughout the whole domain. Pressure 

and saturation boundary conditions are, 5p 2.10 Pa=  and wS 1=  at the injection well and 3Q 10.368 m d= −  at the 

producer. We have used a quadratic relative permeability-saturation relationship (Helmig, 1997). For this case, we have 

used a tolerance of 0.45 for the global error and 0.43 for the global error computed after eliminating the elements that 

have achieved the minimum spacing allowed. In Figures 2a and 2b we show, respectively, a coarse mesh with 310 

nodes and 554 triangular elements, which was used for both, the complete solution of the problem, and as the initial 

mesh of the adaptive procedure, and the adapted mesh with 1538 nodes and 2966 triangular elements, at t = 650 days. In 

Figures 3a and 3b, we present, respectively, the “extruded” pressure field at t = 650 days using the coarse mesh and the 

adapted mesh. As it can be observed, it is clear that the adapted mesh provides a much better resolution of the pressure 

field, and consequently, of the velocity field, near to the injection and production wells. 

 



    
       (a)              (b) 

Figure 2. a) Initial coarse mesh; b) Adapted mesh at t = 650 days. 

 

   
(a)               (b) 

Figure 3. Extruded pressure field at t = 650 days: a) using the coarse mesh; b) using the adapted mesh. 

 

 

In Figures 4a and 4b, we present, respectively, the saturation fields obtained with the coarse mesh and with the 

adapted mesh at t = 650 days. As it can be seen, using the adapted mesh the saturation front is much better defined (i.e. 

less spread) than the one obtained with the coarse mesh.  

Figure 5 presents the behavior of the relative error during the first 160 steps of the analysis. It must be emphasized 

that the graphic stands for the maximum relative error obtained taking into account the pressure and the saturation fields 

at each adaptation step. It is quite interesting to observe that the adaptive procedure keeps the global error quite close to 

the target value (i.e. tolerance) of 0.45 throughout the analysis. It is worthy mentioning that, to obtain a similar result in 

terms of the relative error with a mesh of constant spacing, we had to use a mesh with 13874 nodes and 27310 

triangular elements, which is a mesh with more than 9 times the number of nodes and elements of the equivalent 

adapted mesh. 
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   (a)                     (b) 

Figure 3. Saturation field at t = 650 days: a) using the coarse mesh; b) using the adapted mesh. 
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Figure 4. Global error behavior versus time steps. 

 

6. CONCLUSIONS  

 

In the present paper we have briefly described an h-type mesh adaptive procedure coupled with an edge-based node 

centered fully finite volume formulation (EBFV), which were used to simulate the two-phase flow of oil and water in 

porous media. The elliptic pressure equation was solved using a modification of Crumpton’s two step approach that is 

capable of handling heterogeneous and non-isotropic materials (not presented in the present paper) and the hyperbolic 

saturation equation was solved through a high order upwind type approach capable to deal with multidimensional 

problems. The adaptive procedure was guided by an “a-posteriori” error indicator based in a “Global Variational 

Recovery” technique of Zienkiewicz and Zhu. Apart from the solver and the adaptive tools (i.e. h-type adaptation, error 

analysis and interpolation routines), the computational package includes a two-dimensional mesh generator which is 

capable to generate triangular, quadrilateral or mixed meshes, even though only triangular meshes were used. Despite of 

the intensive read and write disk operations associated to the information exchange among different parts of the 

computational package, the finite volume procedure together with the mesh adaptive tools are capable of producing 

very accurate results at a reasonably computational cost, being quite useful for the academic purpose of studying 

different solvers, interpolation techniques, mesh adaptation strategies, etc. In the near future, we intend to investigate 

the use of different variables to control the mesh adaptive procedure such as the total velocity or the combination of 

pressure and saturation in a single error norm. Besides, we intend to investigate the use of edge-based error indicators in 

order to further improve the computational efficiency. A simple model problem was solved in order to show the 

potentiality of the proposed adaptive finite volume formulation. 
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