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Abstract. In the present work we investigate the estimation of thermal and optical properties of materials using the photoacoustic 
technique. The direct problem is solved analitically using RG theory and the inverse problem is solved using the method of 
Levenberg-Marquardt. Good estimates and confidence bounds are obtained for the thermal diffusivity, the optical absorption 
coefficient and the thermal conductivity, when these parameters are estimated separately. Poor results were obtained for 
multiparameter estimation even for synthetic experimental data with low levels of noise.  
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1. Introduction  
 

Photoacoustic Spectroscopy (PAS) is a very effective technique for nondestructive optical and thermal 
characterization of materials. Since the early work of Rosencwaig and Gersho (1976) it has gone throught a fast pace of 
development and the theorical physical grounds of the technique are now well established (McDonald and Wetsel, 
1978, Mandelis et al. 1979, 1991, Rosencwaig, 1980, Vargas and Miranda, 1988, Mandelis and Hess, 1996, Hu et al., 
1999, Gurevich et al., 2003). 

Malkin and Cahen (1979) and Puchenkov (1995) looked into applications in photochemical and photobiological 
processes. Marquezini et al. (1991) performed spectroscopic studies of biological samples. Bodzenta et al. (2002) 
investigated the drug diffusion through membranes and the determination of parameters of diffusion for application in 
the pharmaceutical industry. Applications in atmospheric trace gases monitoring (Moeckli et al., 1998) and sea water 
properties determination (Mobley, 1994) have been reported. 

A large number of publications is devoted to optical and thermal characterization of materials for applications in 
engineering. Just to mention a few examples, Leite et al. (1987) determined the thermal diffusivity of polymer foils, 
Calderón et al. (1997) measured the thermal diffusivity, and Bernini at al. (2003) measured the thermal conductivity of 
porous silicon, Zhao et al. (2000) reconstructed thermal conductivity depth profiles in laser-hardened aluminum alloys, 
and Power et al. (2000) and Fu and Power (2000) estimated depth profiles of heat source density and absorption 
coefficients in a number of materials with known properties in order to validate their methodology. 

The photoacoustic effect is the basic phenomenon upon which PAS is built, and it occurs when a material sample 
placed inside a closed cell filled with air is illuminated with periodically interrupted light. The light absorbed by the 
sample is converted into heat through a nonradiative de-excitation process. The periodic flow of the heat into the air 
chamber of the cell produces, as an acoustic piston, pressure disturbances in it which can be detected by a microphone 
mounted at the cell wall. In the model developed by Rosencwaig and Gersho (1976), known as RG theory, this is the 
only phenomenon taken into account. Optical properties may be estimated through the understanding on how the light, 
or other electromagnetic radiation, is absorbed by the sample, while thermal properties may be obtained from the 
knowledge on how the heat diffuses through it. 

PAS is now more generally referred to as Photothermal Spectroscopy because the thermal effect arises before the 
acoustic one when modulated electromagnetic radiation is absorbed by the material under analysis. However, when 
working with RG theory (Rosencwaig and Gersho, 1976), and a gas microphone as a signal detector, the old 
denomination PAS still holds. 

Other phenomena besides the thermal diffusion may be responsible for the signal generation detected by the 
microphone. The cyclical expansion and contraction of the solid sample is described by the thermal expansion model 
(McDonald and Wetsel, 1978), and the cyclical thermoelastic bending of the solid sample due the variable absorption of 
the light with the depth of the sample is described by the thermoelastic bending model (Rousset et al., 1983). 

Even when only one of the phenomena described above is taken into account, as is the case of the thermal diffusion 
in the RG theory, the analytical solution of the problem, if available, may become difficult to obtain and interpret. To 
make the problem more tractable special cases are examined for the sake of  acquiring physical insight, but in such 
cases the applicability of the technique may be limited or even impaired. An alternative approach may be the use of 
numerical methods for the solution of the thermal diffusion equation (Goch and Reigl, 1996, Sampaio, 2001). 

The inverse problem of optical and thermal properties estimation relies heavily on accurate physical, mathematical 
and computational modeling of the phenomena involved. Several methods have been developed for the solution of 
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inverse problems and some of them are described in the books by Tikhonov and Arsenin, (1977), Beck and Arnold 
(1977), Beck et al. (1985), Tarantola (1987), Alifanov (1995) and Alifanov et al. (1995), just to name a few. 

In the last two decades the inverse heat transfer analysis has been widely used for the estimation of surface 
boundary conditions such as temperature or heat flux distributions (Alifanov, 1974, Su et al., 2000, Su and Silva Neto, 
2001), material properties estimation (Silva Neto and Özisik, 1995, Silva Neto, 2002, Silva Neto and Soeiro, 2002, 
2003), or heat sources intensity estimation (Silva Neto and Özisik, 1992, 1993, 1993a, 1994, Su and Silva Neto, 2001a, 
2001b, Wang et al., 2002). A lot of effort is also observed in the use of the inverse problem approach in the 
development of the PAS technique (Mandelis et al., 1991, Power and Pristay, 1995, 1995a, Salnick and Mandelis, 1996, 
Power et al., 2000, Zhou et al., 2002, Power, 2002).  

In the present work we use an implicit inverse problem formulation (Silva Neto, 2002) for the PAS with the direct 
problem modeled with the RG theory. For the solution of the direct problem the full analytical expression derived by 
Rosencwaig and Gersho (1976) is used. A higher computational effort is required, but by avoiding further 
approximations in the theoretical modeling better estimations for the material properties are expected. 

The direct problem formulation with RG theory, and the inverse problem formulation and solution with the 
Levenberg-Marquardt method are described. Test case results are also presented.  
 
2. Mathematical formulation and solution of the direct problem – RG theory 
 

The RG theory is well described in the literature (Rosencwaig and Gersho, 1976, Rosencwaig, 1980), and consists 
on a one-dimensional model for the photoacoustic effect with the thermal diffusion being the dominant mechanism. 
Here we will just briefly reproduce the first part of the model up to the full expression for the real part of the complex 
temperature at the sample-air interface inside the photoacoustic cell. 

Consider the closed cylindrical cell represented schematically in Fig. 1. The sample of the material under analysis is 
placed upon a backing material and the other boundary surface, adjoint to the air chamber of the cell, is exposed to an 
incident modulated light with intensity 

( ) ( )0

1
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2
I t I tω= +                                                                          (1a) 

where 0I  is the maximum intensity of the incident light, and ω  is the angular frequency of the chopping mechanism. 
 

 
Figure 1 – Cross section of the photoacoustic cell. 
 

It is assumed that the air is fully transparent to the light, and absorption occurs only at the sample according to 
Beer´s law 
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such that the heat density 3/W m� �� � produced is given by 
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where β is the optical absorption coefficient. 

In Fig. 1 sl , gl  and bl  represent, respectively, the sample, air chamber and backing material thicknesses. 

It is important to mention that the light intensity is considered uniform upon all the surface of the sample, and the 
absorbed light is completely converted into thermal energy. 

With the heat source modeled by Eq. (2) the heat diffusion problem in the cell is mathematically formulated as 
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with the interface conditions 
 

( ) ( )0, 0,s gt tθ θ=                                                                               (3d) 

 ( ) ( ), ,s s b sl t l tθ θ− = −                                                                            (3e) 

( ) ( )
0 0

,, gs
s g

x x

x tx t
k k

x x

θθ

= =

∂∂
=

∂ ∂
                                                            (3f) 

( ) ( ), ,

s s

s b
s b

x l x l

x t x t
k k

x x

θ θ

=− =−

∂ ∂
=

∂ ∂
                                                        (3g) 

 
and initial conditions 
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where j  is the imaginary number 1− , θ  is the complex-valued temperature, k  represents the thermal conductivity, 

α  the thermal diffusivity, and the subscripts g , s  and b  denotes air (gas), sample and backing material, respectively. 

As we substitute the term cos tω  in Eqs. (1,2) by the term j te ω  in Eq. (3b), only the real part of the complex 

temperature ( ),x tθ , i.e. ( )Re ,x tθ� �� �, has physical meaning. The actual temperature field in the cell is given by 

 

( ) ( ), Re , ambT x t x t Tθ= +� �� �                                                                (4) 

 
where ambT  is the ambient temperature. 

After a short period of time a steady periodic state is established. Considering 
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and ignoring the convective heat transfer from the sample to the air chamber, the general solution of Eqs.  
(3a-c) is given by (Rosencwaig and Gersho, 1976) 
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where the complex thermal diffusion coefficient is given by 
 

( )1 j aσ = +                                                                               (6d) 

and a  is the thermal diffusion coefficient 
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In Eqs. (6a-c) 1b , 2b , 3b , 0W , and 0F  are real valued constants, and W , U , V , E , and 0θ  are complex valued 

constants. 0F  and 0W  denote the time-independent (dc) component of the solution, at 0x =  and sx l= − , 

respectively. 0θ  and W  denote the time-dependent (ac) component of the solution, at 0x =  and sx l= − , 
respectively. 

The quantities 3b  and E  are determined by the particular solution of Eq. (3b) and are given by 
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Applying the interface conditions (3d-g) separately to the dc (real) and ac (complex) constants we get the following 

expressions 
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where 
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are real valued and 
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is complex valued. 

The derivation presented here follows closely the one developed by Rosencwaig and Gersho (1976), except that 
here are explicitly given all coefficients appearing in Eqs. (6a-c). The main goal of Rosencwaig and Gersho was to 
obtain the solution for the coefficient 0θ  that represents the complex amplitude of the periodic temperature at the solid-

air interface, i.e. at 0x = . We have a broader interest in determining the spatial and time dependence of temperature in 
order to allow a future comparison of the analytical solution with a numerical one, and that is the reason why we gave 
the full solution (6a-c). Nonetheless this is still a on going project, and therefore for the inverse problem formulation 

and solution that will be presented in the next section we have also worked only with the solution ( ),x tθ  at the 

sample-air interface, i.e. 0x = . 
Rosencwaig and Gersho (1976) went a step further avoiding the complexity of Eqs. (6a-c) by considering particular 

cases within the context of the two extreme situations: (i) optically transparent solids; and (ii) optically opaque solids. In 
the present work we are not tied up to such limitations. 

When the geometry, the optical and thermal properties, and the initial and boundary conditions are all known, we 
have the so called direct problem, and then Eqs. (6a-c) provide the temperature distribution as a function of space and 
time. 
 
 
3. Mathematical formulation and solution of the inverse problem 
 

Using the photoacoustic cell represented schematically in Fig. 1 we are interested in determing the thermal 
conductivity, sk , the thermal diffusivity, sα , and the optical absorption coefficient, β . 

For each modulation frequency kf , 1,2,..., fk N= , where / 2k kf ω π= , we consider to be available 

experimental data on the temperature at the interface sample-air, i.e. 0 ( , )kf tθ . As 0 ( , )kf tθ  is complex valued, we 

get information from both the amplitude ( )kA f  and the phase-lag ( )kfΦ . In the present work we consider 

information only related to the amplitude ( )kA f , 1,2,..., fk N= , as shown in Fig. 2. 

In our investigation we consider the following vectors of unknowns 
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where T  denotes transpose. 

As the number of available data, fN , will be larger than the number of unknowns, M , the inverse problem is 

formulated implicitly as an optimization one (Silva Neto, 2002), and we seek to minimize the squared residues 
functional  
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where calcA  and expA  are the calculated and experimental values for the amplitude of the steady periodic temperature 

at 0X = , and the elements of the vector of residues are 
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Figure 2 – Amplitude of the steady periodic temperature at 0x = . 

 
  

 In order to find the vector Z
�

 that gives the best fit in Eq. (12) we look for the minimization of functional S . 
The first step is then to write the critical point equation that yields the system of nonlinear equations 
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Equation (14) leads to 
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where the elements of the Jacobian matrix are given by 
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Using a Taylor´s expansion 
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introducing Eq. (17) into Eq. (15), keeping only the terms up to the first order, and adding a damping factor nλ  to the 

elements of the diagonal of matrix TJ J  to improve convergence, we obtain a variation of the least-squares method 
known as the Levenberg-Marquard method (Marquardt, 1963) 
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where n  now becomes an iteration index, and I is the identity matrix. Starting with an initial guess for the vector of 

unknowns, oZ
�

, new estimates are obtained with 
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The iterative procedure described by Eq. (19) is interrupted when a stopping criterion is satisfied, e.g. 
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where ε  is a tolerance, say 510− . 
 The elements of the Jacobian matrix given by Eq. (16) as well as the righ hand term of Eq. (18) were calculated 
using the direct problem solution described in the previous section. 
 
 
3.1 Confidence Bounds 
 

The confidence bounds for the estimates Z
�

 are calculated using the procedure developed by Gallant (1987). Using 
the notation employed by Huang and Özisik (1990) 
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where calcA
�

 is the vector containing the elements ( )calc kA f
�

, 1,2,..., fk N= , and σ  is the standard derivation of 

the measurement errors. 
 Assuming a normal distribution for the experimental errors, and 99% of confidence, the confidence bounds for 
the estimates sZ , 1,2,...,s M= , are calculated by (Flach and Özisik, 1989) 
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4. Results and discussion 
 
 This work is part of an ongoing research project, and our final goal is to use real experimental data that will be 
acquired with the photoacoustic apparatus available in our institution. But, before dealing with additional difficulties 
associated with the experimental work we decided to do a pure numerical investigation. Therefore, the “synthetic” 
experimental data was generated using 
 

σ  576.2),()(exp rZfAfA exactkcalck +=                                                         (23) 

 
where r  is a random number in the range 11 ≤≤− r , and σ  represents the standard deviation of the measurement 
errors. 
 Also looking a step forward, i.e. the coupling with the experimental work, the backing and sample materials, 
the cell dimensions and the parameters associated with the modulated source of light used here represent a real practical 
situation. The values for all these parameters are given in Table 1. 
 
 
4.1 Estimation of the sample thermal diffusivity sα  
 
 In order to validate the methodology implemented for the inverse problem solution we first run test cases with 
noiseless data, i.e. 0=σ  in Eq. (23). 



  

 Using initial guesses in the range 8 2 0 6 210 / 5.0 10 /sm s m sα− −≤ ≤ ×  the algorithm converged to the exact 

value 7 25.286 10 /s m sα −= × , even with 0=nλ  in Eq. (18), requiring only up to 6 iterations. For 
0 5 210 /s m sα −= , we used 100 =λ  and the algorithm converged for the exact result in 16 iterations. 

 We then perturbed the calculated values of the amplitude in Eq. (23) by using 5105 −×=σ  which yielded up 

to 10 % error in the values of )(exp kfA . Using the initial guess 0 6 25.0 10 /s m sα −= ×  and 0=nλ  good estimates 

and small confidence bounds were obtained as shown in Fig. 3a. Each run represents a different set of random numbers 
being used in Eq. (23), simulating then different experimental runs. 
 
 
Table 1 – Parameters for the sample material and photoacoustic cell. 
 

backing 
material 

Aluminum,    smb /1082.0 24−×=α ,    mKWkb / 201= ,    mlb
3105 −×=  

sample Opaque glass, sms /10286.5 27−×=α ,  1310 −= mβ ,    mKWks / 047.1= ,    mls
3105 −×=  

gas Air,    smg /109.1 24−×=α ,    mKWkg / 0239.0= ,    mlg
3102.1 −×=  

light 
Laser HeNe or other monochromatic light, 2

0 / 100 mWI =   

modulation frequencies used  Hzf 17 ..., ,11 ,10=  
 
 
4.2 Estimation of the sample optical absorption parameter β  
 

 Using noiseless data and initial guess values within the range 1 0 2 110 10m mβ− −≤ ≤ , convergence to the 

exact value 1310 −= mβ  was achieved within 6 iterations of the iterative procedure, even with 0=nλ . For the initial 

guess 130 105 −×= mβ  and 140 10 −= mβ  convergence was obtained in 6 iterations using 80 10−=λ . 

 We then used 5105 −×=σ  in Eq. (23), going up to 15 % error in the synthetic experimental data. Five test 

cases were run using the same initial guess 130 105 −×= mβ  and 80 10−=λ . The results obtained are shown in Fig. 
3b. Good results were obtained for the estimates as well as small confidence bounds. 
 
 
4.3 Estimation of the sample thermal conductivity sk  
 

 Using noiseless data and initial guess values within the range 2 04.0 10 / 2.0 /sW mK k W mK−× ≤ ≤  

convergence to the exact value 1.047 /sk W mK=  was achieved within 14 iterations of the iterative procedure, even 

with 0=nλ . For the initial guess 0 4.0 /sk W mK=  convergence was obtained in 8 iterations using 20 10−=λ . For 

the initial guess 0 20 /sk W mK=  convergence was not obtained even for a wide range of values for 0λ . We decided 

then to use a reduction factor in the correction of the estimates in Eq. (19). Instead of adding 
n

Z∆  to 
n

Z  in order to 

obtain 
1+n

Z , we used γ
n

Z∆  were 1<γ . Therefore, with 0=nλ  and 05.0=γ  convergence was achieved with 80 
iterations. 

 With 5105.2 −×=σ  we got up to 10 % error in the experimental data. Five test cases were run using the 

same initial guess 0 4.0 /sk W mK=  and 20 10−=λ . The results obtained are shown in Fig. 3c. Good results were 

obtained for the estimates and confidence bounds. 
 
 

4.4 Simultaneous estimation of sα  and sk  

 A test case was run with 0=σ , and convergence to the exact values 7 25.286 10 /s m sα −= ×  and 

1.047 /sk W mK=  was achieved  with 6 iterations using 0 6 210 /s m sα −= ,  0 2.0 /sk W mK=  and  0=nλ . 



 

 We then performed tests with noisy data. Poor estimates for both parameters, sα  and sk , were obtained even 

for small levels of noise. As an example, with 610−=σ , representing 3.0 % of error in experimental data, the 

following results were obtained in two different runs: (1) 7 25.222 [1.771 ;  8.674] 10 /s m sα −= ×  and 

1.034 [0.3691 ;  1.699] /sk W mK= ; and (2) 7 24.375 [1.208 ;  7.543] 10 /s m sα −= ×  and 

0.8706 [0.2556 ;  1.486] /sk W mK= . 
 
4.5 Simultaneous estimation of sα , β  and sk  
 
 Even with noiseless data the simultaneous estimation of the three parameters was not possible, at least for the 
practical situation and sets of parameters we worked with. 
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Figure 3 – Results for the estimated parameters (a) sα , (b) β  and (c) sk . 
 
 
5. Conclusions 
 
 The analytical solution obtained with RG theory and the Levenberg-Marquardt method yielded good estimates 
for thermal and optical parameters estimated separately in a photoacoustic spectroscopy simulated experiment. When 
multiparameter estimation is attempted poor results are obtained even for low levels of noise in the experimental data. 
In our future steps we will investigate the use of the information provided by the phase lag ( )kfφ  of the temperature at 
the sample-air interface. 
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