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Abstract. Multiphase flows in pipelines commonly show several patterns depending on the flow rate, geometry and 
physical properties of the phases. In oil production, the slug flow pattern is the most common among the others. This 
flow pattern is characterized by an intermittent succession in space and time of an aerated liquid slug and an 
elongated gas bubble with a liquid film. Slug flow is studied through the slug tracking model described as one-
dimensional and lagrangian frame referenced. In the model, the mass and the momentum balance equations are 
applied in control volumes constituted by the gas bubble and the liquid slug. Initial conditions must be determined, 
which need to reproduce the intermittence of the flow pattern. These initial conditions are given by a sequence of flow 
properties for each unit cell. Properties of the unit cell in initial conditions should reflect the intermittence, for which 
they can be analyzed in statistical terms. Therefore, statistical distributions should be obtained for the slug flow 
variables. Distributions are complemented with the mass balance and the bubble design model. The objective of the 
present work is to obtain initial conditions for the slug tracking model that reproduce a better adjustment of the 
fluctuating properties for different pipe inclinations (horizontal, vertical or inclined). The numerical results are 
compared with experimental data obtained by 2PFG/FEM/UNICAMP for air-water flow at 0º, 45º and 90º and good 
agreement is observed. 
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1. INTRODUCTION  
 

Two phase slug flow is the most common flow pattern found in oil production in deep waters. This pattern is 
characterized by the intermittent succession of an aerated liquid slug and an elongated bubble with a liquid film. These 
regions compose a unit cell (Wallis, 1969) and each of them presents different characteristics along the pipe. The unit 
cell concept was used to develop many mathematical models for the prediction of the flow hydrodynamics in 
horizontal, vertical and inclined pipes. These models can be classifieds in two groups: stationary and unsteady. 

Stationary models consider the flow as periodic; in other words, there is a constant sequence of the geometric and 
physical characteristics of the unit cell for the horizontal (Dukler and Hubbard, 1975) and the vertical (Fernandes et al, 
1983) flow. Mean values of the important variables, are found, such as pressure drop and bubble velocity. However, the 
main characteristic of slug flow, its intermittence, is not captured. 

Unsteady models were also developed, which attempted to simulate the transient phenomena occurring on the slug 
flow. The main methodologies are: two fluid model, drift flux model and slug tracking model. Among them, the slug 
tracking model is a lagrangian model which presents a lower computational cost, compared to the two-fluid model 
(Rodrigues, 2009). Due to the lagrangian characteristic, it can incorporate directly physical models for the propagation 
of the bubble-slug boundaries and it can lower the effects of numerical diffusion (Nydal and Banerjee, 1995). The slug 
tracking model is based on the integral form of the mass and momentum balance equations. As it uses mean values 
instead of local instantaneous values, it performs fewer operations at each time step, lowering the computing time. The 
slug tracking model calculates the flow parameters along the pipe, however, it can not reproduce the intermittency by 
itself. This intermittency is introduced by the initial conditions, which are a matter of concern to many authors. 

One of the first works on intermittence of slug tracking was presented by Barnea and Taitel (1993). A model was 
developed for the slug length probability distribution highlighting the importance of the maximum slug length along the 
pipe. They also developed two types of slug length distributions at the entrance: a random and a uniform distribution. It 
was concluded that the slug length distribution at the entrance does not affect the following parameters: slug length 
evolution along the pipe, fully developed flow distribution, average, maximum and standard deviation of the slug length 
distribution. 

Later, Cook and Benhia (2000) studied the Barnea and Taitel´s (1993) model with no-aerated slugs considering the 
film thickness in order to calculate the slug lengths in inclined pipes at +5º. Hout et al. (2001) developed a statistical 
analysis in a vertical pipe for different diameters considering the curve adjustment suggested by Moissis and Griffith 
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(1962). Hout et al. (2003) modified the empirical correlation of Moissis and Griffith (1962) to apply his model to 
inclined pipes at +10º, +30º and +60º. 

Rodrigues (2009) studied the slug flow, using the slug tracking model and considering intermittent initial conditions 
at the pipe entrance implemented to the geometric and physical parameters of the flow. Distributions for the slug length, 
bubble length and the gas superficial velocities are found through the normal and log normal distributions, considering 
the volume fractions constant along the simulation. However, as the volume fractions are constant and the other 
parameters vary, problems with the mass balance can occur. 

The geometric parameters and the main variables in each region show intermittence along the pipe. Therefore, it is 
not enough to know their average behavior, but also the distribution. For that reason, slug flow variables should be 
described in statistical terms (Barnea and Taitel, 1993). The flow intermittence can be reproduced by the use of the 
probability density function (PDF). In Figure 1, PDFs for the translational velocity, bubble and liquid slug length are 
shown. For the case of the slug length, it is observed that the maximum value is far from the average, which is an 
important fact to consider in the slug catchers design. In addition, bubble length distribution and translational velocity 
distributions are related to the coalescence as long bubbles with high velocities can overrun bubbles upstream. 

As presented before, the slug tracking model strongly depends on the initial conditions. This is the reason why the 
present work concentrates in the development of a methodology to generate these initial conditions, which need to 
reproduce the intermittence and other physical phenomena occurring in the flow. It must be understood as physical 
phenomena the quantity of bubbles in the liquid slug, the wake effect, the geometric shape of the bubble and others to 
be presented along the development of the work. Initial conditions are generated from averaged data by using stationary 
models and probability distributions. As a result, a sequence of unit cell generated data is obtained, which constitutes 
the input for the slug tracking model. The output obtained from the slug tracking model presents similar behavior 
compared with the data reported by Rosa and Altemani (2006) for several points along the pipe. 
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Figure 1. Representation of experimental distributions for jL = 0.3 m/s e jG = 1.2 m/s 
 
2. SLUG TRACKING MODEL 
 

Slug tracking model considers the bubble and liquid slug regions as separated elements that propagates along the 
pipe. In this section, the mathematical and numerical models are described. The result of the model is an equation 
system function of the main flow parameters: the liquid slug velocity and the gas bubble pressure. 

The mathematical model, based on Rodrigues (2009), consists on an integral analysis of the mass and momentum 
balance equations in the one-dimensional form, applied to each component of the unit cell. Those control volumes are 
deformable and use the slug tracking method. Figure 2., presents the jth unit cell, with coordinates Xj e Yj that represent 
the front of the slug and the bubble, respectively. The mass and momentum balance determine the terms of the pressure 
drop, PGBj-PGBj+1, and the mean velocity on the liquid slug, ULSj. Also, Figure 2. shows the bubble and liquid slug 
length. LBj and LSj, the mean liquid velocity in the film ULBj , the mean dispersed bubble velocity in the slug UGSj and the 
bubble translational velocity UTj. 

 

 
 

Figure 2. Slug flow unit cell 
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The mass and momentum balance equations are applied to the control volume considering the following hypothesis: 

incompressible liquid, ideal gas, constant temperature, negligible forces in the gas bubble, no axial variation of the 
pressure inside each bubble, liquid holdup in the slug RLS and void fraction in the film RLB variable with time. 

Mass balance for the overall unit cell, is presented by Rodrigues (2009), as: 
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where, GBjH  is: GBj GBj GBj

H P  . Equation(1), represents the overall mass balance of the jth unit cell. 

In Eq. (1) the difference between the slug velocities in two adjacent unit cells (j and j-1) is related to the expansion 
occurring on the jth bubble and the mass fluxes crossing the control surfaces Xj-1 and Yj. This expansion occurs due to 
the variation of the geometric characteristics on the unit cell along the space and the pressure variation along the time. 
The second and third terms at the right of Eq. (1) represent the mass fluxes. 

Momentum balance is performed in the liquid slug. The pressures obtained from this balance are evaluated on the 
slug surfaces. However, Rodrigues (2009) expresses them as a function of the bubble pressures by applying balance 
equations in the positions Yj and Xj. At position Yj, fluxes are neglected due to the smooth shape of the bubble front and 
at Xj, fluxes are neglected due to the wake phenomenon occurring in this region. Considering the conditions above, the 
momentum balance in the liquid slug is: 
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 (2) 

 
where 1 LBj  is the shear stress of the liquid film, 1LBjS  is the liquid wetted perimeter in the film and A  is the area of 

cross-section of the pipe. 
Equations (1) and (2) constitute the coupled system of the slug flow model formed by two differential equations. In 

order to solve numerically, the system is discretized through the finite differences method using the semi-implicit 
Crank-Nicholson scheme (Patankar, 1980). A couple of two equations is written for each j unit cell (1 ≤ j ≤ n). If n is 
the number of unit cells inside the pipe, there would be 2n equations. That way, there is an equation system in terms of 
the mean velocity in the liquid slug region ULSj and the pressure inside the jth bubble PGBj. The set of units cells produce 
a linear system which can be written as A.Ø = B, where A, is a tridiagonal matrix, Ø is the unknown vector and B the 
source term vector. One system is solved in each time step. 

Finally, the TDMA method is used to solve the equation system. For the application of this method, some boundary 
conditions must be known for the first and last cells. In the first cell (j = 1), it is used the value ULS0, which represents 
the instantaneous velocity of the liquid in the first slug. In the last cell (j = n), it is used the value HGBn+1, which 
represents the pressure at the exit. Commonly, the atmospheric pressure written as 1GBn atm LH P   , is used at the exit. 

In order to initialize the simulation, conditions at t=0 must be established. In the present work, it is considered that 
the pipe is full of liquid with initial velocity ULS0 and the first bubble is positioned in 0x . However, whenever a cell 
needs to be inserted at the pipe entrance, the bubble and slug lengths and the superficial velocities must be known. 
These parameters will be calculated in section three. 
 
3. INITIAL CONDITIONS 
 

In the slug tracking method, the unit cells set as initial conditions are propagated along the pipe. Thus, coherent 
initial conditions determine an accurate simulation of the slug flow. For the initialization of the slug tracking, physical 
and geometric parameters of the pipe and the unit cells are needed. In order to determine the characteristics of the unit 
cells used as initial condition, it is necessary to know the variables listed on Table 1. 

Each of the mean values and standard deviations will be used to generate a sequence of distributed values. In the 
case of LB and jG, normal distributions are applied. In the case of LS a log-normal distribution is used (Rosa, 2006). In 
the case of jL, it is not necessary to build a distribution as it is assumed constant along the simulation. Also, the slug 
liquid holdup LSR  and void fraction of the elongated bubble  are calculated through the bubble design model 

presented in section 3.2. 
GBR
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Table 1 - Input data for the generation of initial conditions 
 

Parameters Description Parameters Description 

Gj  Mean gas superficial velocity BL  Bubble length standard deviation 

Lj  Liquid superficial velocity SL  Liquid slug length standard deviation 

BL  Mean bubble length TU  Bubble translational velocity standard deviation 

SL  Mean liquid slug length f Frequency 

 
3.1 Distribution functions for the unit cell 

For the reproduction of LS, using the log-normal distribution, the following parameters need to be calculated: 
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where, Ψ and Γ are statistical distribution parameters. 

In order to obtain the distributed values sequence, the transformation proposed by Box and Muller (1958) is used. In 
this transformation, a sequence of random data with normal distribution can be generated through two lists of 
independent random (1 and 2) values with a uniform distribution (between 0 and 1). If sequences data generated by 
the Box Muller (1958) function, is used, a third sequence of random data is calculated by: 
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  (4) 

 
where 1

i  and 2
i  are independent random variables that are uniformly distributed in the interval < 0,1 >, i  is an 

independent random variable. These random variables constitute a set of results close to the principal mean and with 
standard deviation equals to 1. 

Then, the data set with normal distribution is used to obtain the slug flow parameters. In other words, it is obtained 
sequences with normal distribution for the gas superficial velocity (jGi) and bubble length (LBi) and sequences with log-
normal distribution for the slug length. These sequences are function of the mean values and standard deviation, 
calculated through the following equations: 
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where VD is the drift velocity and C0 is the flow distribution coefficient related to the translational bubble velocity UT. 
Calculation of these parameters is presented in section 3.2. 
 
3.2 Bubble design model 

When the parameters jGi, LBi and LSi are known, the volume fractions LSiR  and  can be calculated using the 

bubble design model presented by Taitel and Barnea (1990): 
GBiR
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where the numerator of the Eq.(8) shows the shear stresses in the elongated bubble and the liquid film. The denominator 

nal velocity  (Rodrigues, 2009) 

bec pi

  (9) 

 

here 

has the inertial terms and the hydrostatic force in each point of the bubble profile. 
The most influential parameter in the bubble design model is the translatio TjU

ause it determines the distribution of the unit cell components. Its expression is given by an em rical correlation: 
 

  (1 )T o DU C J V   

DV C gD  is the drift velocity of the elongated bubble, Jw  is the mixture velocity,  is the factor of the wake 

he bubble, a

ös 


abehind t nd C  is a coefficient related to the slope p e. The coefficients C  nd oC  are calculated by 

Bendiksen´s correlations, as a function of the Reynolds number ReM, Froude number FrM and Eötv number Eo. For an 
inclined pipe the C0 coefficient will depend on the angle (Bendiksen, 1983). 

The wake factor in Eq. (9) is calculated as 

ip

 exp SL
W w Da b   (Moissis and Griffith, 1962), where the coefficient 

inclination. The prWa  and b  modify the wake according to the esent work considers the coefficients 0.4aW W   and 

1.0  r horizontal pipe and 8.0Wa   and 1.06WbWb fo   for vertical and inclined pipes (Rodrigues, 2009). 

der to integrate equatio me c ions must be taken. For horizontal and inclined piIn or n 11, so onsiderat pes, it is 
necessary to determine an initial film height, which is defined as a fraction of the diameter: hf = K·D. The initial film 
height, must satisfy the condition   0dh dx , where the slope evaluated in the initial height is negative (Yoshisawa, 

2005). For vertical pipes, the init considered as a function of the initial volumetric fraction
LB

ial height is LBR . Once 

calculated the slope and the conditions initials in the film, closure relationships for the bubble design equ ons are 
needed. 

Eq. (8

ati

) is integrated numerically from x = 0 to x = LBi to obtain the bubble geometry. Then, the mean void fraction 
in 

Table 2 –Slug liquid holdup

the bubble RGBi is calculated through the height distribution along the bubble length. The liquid holdup in the slug 
RLSi is calculated through the mass balance applied in the unit cell (Taitel and Barnea, 1990). In Table 2 the equation for 
the liquid holdup for horizontal and vertical pipes is presented. For horizontal pipes, it depends on the mean liquid 
velocity in the film region; and for vertical pipes it depends on the mean dispersed bubble velocity in the liquid region. 
These equations are used as closure relationships for the bubble design model.  is the intermittency factor defined as  
= LBi/(LBi+LSi). 
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.3 Algorithm 

is presented the calculation algorithm, used to generate the initial conditions for the slug tracking 
mo

 values as unit cells required through Eq. (4). 
 and LSi. 

d in Section 3.2 to calculate 

late R  and R  through the equations in Table 2. 
 3) and R  from the bubble design. The convergence 

4) are repeated using the R  found in 5). 

his section, the methodology to produce initial conditions was presented. These initial conditions reproduce the 
intermittence through distributions obtained as function of statistical variables and random values. Generated slug and 

3
To sum up, it 
del. The input data required to apply this method is shown in Table 1. This procedure is organized in six steps: 

Generation of the data sequence 
1) Generate as many random
2) Apply Eqs. (3), (5), (6) and (7) to each generated value to calculate jGi, LBi

3) Assume a value for RLS. Use the bubble design equation and the procedures describe
RGBi. 

4) Calcu LS GB

5) Compare RLS and RGB from 4) with the assumed RLS in GB

criteria are: 0.01% for RLS and 0.1% for RGB. 
6) If the values in 5) don’t converge, steps 3) and LS

 
In t
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bub

ons, it was presented the slug tracking model and the initial conditions for its initialization. In 
is section, the methodology for the solution of the slug flow is detailed. The lagrangian slug tracking model presented 

in s

 line by the program slug when the 
sim

 0 and the second is behind the first one still outside the pipe. One time step later, the parameters of 
the 

ethodology is implemented in the program, the simulation through the slug tracking model can take 
lace. Simulations are performed in a processor PC Intel ® CoreTM 2 CPU 2.13 GHz with 2.00 GB RAM. For the 

gen

configurations of the horizontal flow 

Pipe length, [m.] 0.4 

ble length are evaluated using the liquid mass balance in order to calculate the volume fraction. Thus, all the 
generated cells satisfy the mass balance. 
 
4. METHODOLOGY 
 

In the previous secti
th

ection two is implemented in an object-oriented computational program written in FORTRAN language. In this 
approach, bubbles and slugs are discrete objects which are propagated along the pipe through the balance equations of 
mass and momentum. The software Intel Visual Fortran has been used as compiler. 

Initial conditions must be introduced in the model, for which a procedure for its entrance should be explained. Once 
the data sequence is generated, they are saved in a file. This file will be read line by

ulation starts. 
When the simulation starts (at t=0), two unit cell are required from the generated sequence data. The first has its 

bubble nose at X =
first unit cell is updated through the solution of the tridiagonal system. Time steps are increased and tridiagonal 

systems are calculated until the first bubble is completely inside the pipe. In that moment, the second bubble starts 
entering the pipe and a third unit cell from the generated data is required. This third unit cell is positioned behind the 
second. This procedure is repeated for every single unit cell entering the pipe. Simulation finishes when a number of 
unit cells specified by the user leaves the pipe. In the next section, some results are presented, which are compared with 
experimental data obtained by 2PFG/FEM/UNICAMP. 
 
5. RESULTS 
 

Once the m
p

eration of the data sequence, 3000 unit cells were generated in a period of 15 minutes. For the slug tracking model, 
the stop condition is the exit of 600 bubbles which take an average of 20 minutes. Tables 3, 4 and 5 represent the 
geometric and physical characteristics of the experiments performed by Rosa and Altemani (2006) who reported data 
for horizontal, vertical and inclined pipes. Data from the simulations are plotted with the experimental data in order to 
compare at specific locations on the pipe. Analyzed parameters at these locations are: the bubble translational velocity, 
the slug and the bubble length. 
 

Table 3 – Geometric 
 

20 Wake effect factor [aw] 
Diameter, [m.] 0.026 Wake effect factor [bw] 1.0 
Location of probe #1 [m.]   0.10 Liquid density [kg/m3] 999 
Location of probe #2 [m.] 40D) 0855 3.64 (1 Liquid Viscosity [Pa.s] 0.00
Location of probe #3 [m.] 9.54 (367D) /s] Superf liquid velocity [m 0.33 
Location of probe #4 [m.] 16.9 (650D) Superf gas velocity [m/s] 0.595 

 
metric con ow 

Pipe length, [m.] 1.06 

Table 4– Geo figurations of the vertical fl
 

5.81 Wake effect factor [bw] 
Diameter, [m.] 0.026 Liquid density [kg/m3]  999 
Location of probe #1 [m.] 855 0.10 Liquid Viscosity [Pa.s] 0.000
Location of probe #2 [m.] 180.5D) /s] 4.693 ( Superf liquid velocity [m 0.33 
Wake effect factor [aw] 8.0 Superf gas velocity [m/s] 0.464 

 
Ta  Geometric configu  (+45º) 

Pipe length, [m.] 1.06 

ble 5– rations of the inclined pipe
 

5.81 Wake effect factor [bw] 
Diameter, [m.] 0.026 Liquid density [kg/m3] 999 
Location of probe #1 [m.] 855 0.10 Liquid Viscosity [Pa.s] 0.000
Location of probe #2 [m.] 180.5D) /s] 4.693 ( Superf liquid velocity [m 0.586 
Wake effect factor [aw] 8.0 Superf gas velocity [m/s] 0.420 
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Figure 3 - Probability density function at the entrance for the horizontal pipe with jL = 0.33 and jG = 0.595 m/s. 
 

Figure 3 and Figure 4, present the probability density functions for the horizontal pipes with mixture velocity less 
than 1 m/s. The liquid slug length, the bubble length and the bubble translational velocity showed similar distributions 
compared with the experimental data at each position (Probe). The obtained lengths in the unit cell coincide with the 
maximum values at each probe. However, the numerical distribution of the bubble translational velocity, is dislocated 
from the experimental distribution. Probably, the Bendiksen´s correlation tends to overestimate the value of the 
translational velocity for horizontal flow. The sequence data generated obtained values in a range from 4.5D to 30D for 
the slug length and from 20D to 80D for bubble length at the pipe entrance. As the wake factor directly affects the 
coalescence of the bubbles (Rodrigues, 2009), in the case of horizontal flow, a low coalescence rate is observed. 
 

0 40 80 120

0

0.01

0.02

0.03

0.04

P
D

F
 -

 P
ro

be
 2

0 10 20 30 40 50

0

0.02

0.04

0.06

0.08

0.1
Experimental

Present work

0 0.4 0.8 1.2 1.6 2

0

4

8

12

0 40 80 120

0

0.01

0.02

0.03

0.04

P
D

F
 -

 P
ro

be
 3

0 10 20 30 40 50

0

0.02

0.04

0.06

0.08

0.1

0 0.4 0.8 1.2 1.6 2

0

4

8

12

0 40 80 120
LB/D

0

0.01

0.02

0.03

0.04

P
D

F
 -

 P
ro

be
 4

0 10 20 30 40 50
LS/D

0

0.02

0.04

0.06

0.08

0.1

0 0.4 0.8 1.2 1.6 2
UT [m/s.]

0

4

8

12

 
 

Figure 4 – Probability density function along the pipe for the horizontal pipe with jL = 0.33 and jG = 0.595 m/s. 
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Figure 5 – Probability density function at the entrance for the vertical pipe with jL = 0.33 and jG = 0.464 m/s. 
 

Figure 5 and Figure 6 present the probability density functions for the air–water vertical flow, where the mixture 
velocity is less than 1 m/s. The numerical mean values for the bubble and liquid slug length are similar with the 
experimental data. The bubble translational velocity is approximate at the entrance and at probe 2. There is a 
displacement of the mean in Probe 3 for the geometric and physical parameters. However, the maximum values adjusts 
to the experimental data. The bubble lengths are between 3D and 18.65D and for the liquid slug lengths are between 3D 
and 26D. Just as horizontal flow, a low coalescence rate is observed. 
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Figure 6 - Probability density function along the vertical pipe with jL = 0.33 and jG = 0.464 m/s. 
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Figure 7 - Probability density function at the entrance for the inclined pipe with jL = 0.586 and jG = 0.420 m/s. 
 

Figure 7 and Figure 8 present the probability density functions for the inclined flow (+45o) of air-water, where the 
mixture velocity is 1 m/s The mean values are displaced compared with the experimental data at the entrance and at the 
Probe 2. However, at Probe 3 the geometric and physical distributions are similar, just as the maximum value for the 
bubble and liquid slug length. The bubble length is between the range of 2.5D to 10D and 5D to 24D for the liquid slug 
length. 
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Figure 8 - Probability density function along the inclined pipe with jL = 0.586 and jG = 0.420 m/s. 
 
6. CONCLUSIONS 
 

A model for the simulation of slug flow was presented. Special focus was put on the development of randomly 
generated input data. The intermittence is implemented, considering the geometric and physical parameters in a random 
and controlled way. For the superficial gas velocity and bubble length, a normal distribution is used while for the liquid 
slug region, a log-normal distribution is used. Each parameter is characterized by its mean and its standard deviation 
obtained from experimental data. The liquid holdup RLS and the void fraction RGB were calculated through the bubble 
design model. They were included at the entrance in a variable form, showing a better adjustment to the experimental 
distributions along the pipe. 
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The numerical results were compared with experimental data for horizontal, vertical and inclined (+45o) air-water 
flow, approximately capturing the intermittence of the unit cell length and the bubble translational velocity. Numerical 
results also approximate to the maximum liquid slug length for all inclinations. 

The evolution of the mean values is approximated to the experimental data along the pipe. The results show the 
influence of the input data at the entrance and the wake factor in the distributions of each parameter along the pipe. A 
low coalescence rate is found for the three inclinations due to the selected wake factor. It was observed that the 
Bendiksen´s correlation works well for vertical and inclined pipes, but tends to overestimate its value for horizontal 
flow. Future works can be developed by changing the flow conditions, the type of fluids and the wake factor. 
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