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Abstract. This work presents a solution algorithm for predicting hydrodynamic parameters for developing and 

equilibrium, adiabatic, annular, vertical two-phase flow. It solves mass and momentum transport differential equations 

for both the core and the liquid film across their entire domains. Thus, the velocity and shear stress distributions from the 

tube center to the wall are obtained, together with the average film thickness and the pressure gradient, making no use of 

empirical closure relations nor assuming any known velocity profile to solve the triangular relationship in the liquid film. 

The model was developed using the Finite Volume Method and an iterative procedure is proposed to solve all flow 

variables for given phase superficial velocities. The procedure is validated against the analytical solution for laminar 

flow and experimental data for gas-liquid turbulent flow with entrainment. For the last case, an algebraic turbulence 

model is used for turbulent viscosity calculation for both, liquid film and gas core.  
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1. INTRODUCTION 

 

Two-phase gas-liquid annular flow is one of the most common patterns encountered in internal flows in the process, 

nuclear and oil industries. This pattern occurs at moderate to high gas superficial velocities and it is characterized by the 

existence of a liquid film adjacent to the wall and a gas core flowing in the center of the duct. A wavy interface exists 

between both phases and its morphology depends on the gas and liquid mass flow rates. Two types of waves are present 

at the interface, briefly described as low amplitude or ripple waves and large amplitude or disturbance waves. It has been 

shown (see for example, Azzopardi (1997), Hewitt & Whalley (1989)) that the latter are responsible for the entrainment 

phenomenon; liquid droplets are ejected into the gas core when the crests of the disturbance waves are sheared-off by the 

gas. Also, droplets can be re-deposited into the liquid film. For large duct lengths the mass transfer between the gas core 

and liquid film will eventually reach equilibrium where entrainment and deposition rates become equal and there are no 

further bulk variations of flow parameters in the axial direction. Still, an entrained fraction will always be present.  

As pointed out by Hewitt & Whalley (1989), given the independent variables (fluid properties, channel geometry and 

total liquid and gas flow rates), annular flow modeling consists in the calculation of three dependent variables, namely 

liquid film flow rate, mean film thickness, and pressure gradient. After a review of the existing literature, there were 

found different ways to model the flow of both phases and their interaction.  

One of the most common approaches assumes that the velocity profile within the liquid film is obtained from 

logarithmic wall law relations, similar to those for single phase turbulent flow (Moeck & Stachiewicz (1972); Dobran 

(1983); Adechy & Issa (2004); Kishore & Jayanti (2004)). Others use empirical closure relations for the interfacial shear 

stress or interfacial friction factor (Whalley & Hewitt (1978); Fu & Klausner (1997) ; Okawa & Kataoka (2005); Fan et 

al. (2006); Peng (2008)). Some researchers (Moeck & Stachiewicz (1972); Dobran (1983)) presented more sophisticated 

models considering the liquid film as to be divided into two sub-layers: a continuous liquid layer next to the wall which 

responds to the law-of-wall, and a wavy one next to the liquid-gas interface which makes use of a correlation for friction 

factor in rough tubes to obtain the interfacial shear stress. 

Concerning the gas core modeling, it is usually treated as an homogeneous mixture of gas and entrained liquid 

droplets, not considering slip between both phases (Dobran (1983); Kishore & Jayanti (2004)). Empirical correlations are 

used to predict the fraction of liquid entrained which is needed to compute the droplet-laden gas core density, viscosity 

and void fraction, based on homogeneity hypothesis. More complex models (Moeck & Stachiewicz (1972); Antal et al. 

(1998); Adechy & Issa (2004)) consider slip between liquid droplets and gas phase. The interaction of gas core with 

liquid film is usually modeled considering the interface as a rough surface and its effects are introduced through a friction 

factor correlation for rough walls or modifying the wall function, used to impose the boundary condition in turbulence 

models, to take the effect of roughness into account. This approach  works better for gas-liquid flow with high superficial 

velocities, where films are very thin and film/core viscosity ratio  is high.  

Additionally, a number of one-dimensional approaches have been also presented in literature. Most successful ones 

are based on multi-fluid modeling of annular-dispersed flow (Fossa (1995); Alipchenkov et al. (2004)), treating each field 

(liquid film, droplets and gas core) as individual fluids and using empirical correlations to account for interfacial mass, 

momentum and energy transfer among them. 
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This work presents a new solution algorithm which, unlike mentioned approaches, makes no use of empirical closure 

correlations to relate shear stresses, pressure gradient and film thickness nor assumes any velocity profile for the liquid 

film. Instead, the effect of the dispersed droplets in the core and the wavy interface are taken into account in the 

turbulence model. It has been shown these increase turbulence intensity and, hence, pressure gradient. The model  

provides an accurate, simple and complete numerical computation of all the hydrodynamic parameters requiring just gas 

and liquid mass flow rates as input data to solve mass and momentum conservation equations. As the model is based on 

the solution of conservation equations with its boundary conditions and interfacial constraints, its application is broad, 

allowing for instance, the solution of developing annular flow for non-equilibrium case. Its extension for heat transfer 

computations is also straightforward. The success of the algorithm relies on two main features. First, the coupled solution 

of the liquid film and gas core velocity fields, which inherently satisfies the continuity of the velocity and shear stress 

fields at the interface, and, second, the pressure gradient calculation through an iterative procedure based on the 

fulfillment of the global mass conservation of the gas core. Then, no use is made of the global force balance that relates 

pressure gradient and wall shear stress and the mass conservation in liquid film is used to calculate the film thickness. 

The model is validated for laminar flow against the analytical solution for core-annular flow of two immiscible fluids 

in a circular pipe and for turbulent flow with the experimental results of Wolf et al. (2001). Their measured data for 

pressure gradient, film thickness and wall shear stress is compared with those predicted by the model for fully-developed 

conditions and for developing annular flow. In these cases, the algebraic turbulence model presented by Cioncolini et al. 

(2009) was used for eddy viscosity calculation in liquid film and gas core.  

 

2. MODEL DESCRIPTION 
 

The proposed model divides the flow domain in two distinct regions shown in Figure 1, the liquid film (lf) and the 

gas core (gc); the former is treated as a continuous, fully turbulent layer having no entrained bubbles, with a mean film 

thickness δ. The wavy nature of the interface and its effects on the interfacial shear stress is taken into account through 

the turbulence model as will be described later. The gas core is considered to have liquid droplets entrained. 

Modeling is carried out under the following assumptions: 

1. Steady-state, co-current, vertical, annular flow. 

2. Flow is assumed to be axis-symmetric. Then, film thickness is assumed to be constant in angular coordinate. 

3. Entrainment and deposition processes have not reached equilibrium conditions, meaning that there is mass and 

momentum transfer between liquid film and gas core. 

4. There is no slip between the gas and the entrained liquid droplets. 

5. The properties of the core mixture are assumed to change along the axial coordinate due to entrainment and 

deposition, but the radial distribution of droplets is homogeneous  

6. The gas phase is considered incompressible, but due to entrainment and deposition the gas core density is 

variable along the axial coordinate. 

 
 

Figure 1: Model description 

 

2.1 Governing Equations 
 

Considering the parabolic hypothesis, i.e., the diffusive momentum fluxes in the axial direction are much smaller 

than the radial ones, the time-averaged linear momentum equations for the gas core and the liquid film are given by, 

 

( ) ( ) ,

1
0

gc

gc gc gc gc gc gc eff gc

up
u u v u r r R

z r z r r r
ρ ρ µ δ

∂ ∂ ∂ ∂ ∂
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 (1) 
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( ) ( ) ,

1 lf

lf lf lf lf lf lf eff lf

up
u u v u r R r R

z r z r r r
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∂ ∂ ∂ ∂ ∂
+ = − + − < < ∂ ∂ ∂ ∂ ∂ 

 (2) 

In developing annular flow, when the gas density is constant, three mechanisms will affect the momentum balance 

in the gas core: 

 

1. The local acceleration which will affect the profile shape 

2. The global acceleration due to the variation of the film thickness 

3. The variation of the core density, which is function of entrained liquid 

 

Kishore & Jayanti (2004) showed that for the experimental conditions covered within data of Wolf et al. (2001) the 

velocity profiles scarcely change in the length range where data were taken. This means that the acceleration due to 

changes in velocity profiles is negligible. Actually, the effects of the so called "entrance region" in the context of single 

phase flows would be very difficult to measure in the case of multiphase flows, as flat profiles condition would be very 

difficult to generate for a specific flow pattern. For instance, the annular pattern in Wolf et al. (2001) experiments is 

generated by injecting liquid through porous walls at about ten duct diameters after the air inlet, so some developing (if 

not "full") happens in the air velocity profiles previous to the onset of the annular flow. Therefore, the momentum 

variations due to the changes on velocity profile are neglected, and so is the radial component of the velocity vector. The 

acceleration due to the variation of transversal area of gas core flow is proportional to the variation of the film thickness 

along the axis which is usually of order of a fraction of a millimeter per meter and can also be neglected. Nevertheless 

entrainment and deposition rates which are not at the equilibrium condition, modify the density of the gas core. 

Consequently, the momentum balance is affected by the mass exchange between liquid film and gas core. This 

phenomenon can also be viewed as the momentum transfer from liquid film to the gas core (or vice versa) due to 

entrainment (or deposition) of droplets, which are initially moving at a speed equal to  that of the interfacial disturbance 

waves, and are accelerated to the core velocity (before eventual re-deposition). When droplets are sheared-off from the 

film these are gradually accelerated to the local gas velocity. Nevertheless, due to homogeneity hypothesis for the gas 

core, the droplet entrained assumes instantaneously the gas velocity. The effect of entrainment on momentum balance of 

the gas core is computed in a global way using the entrainment correlation of Kataoka et al.(2000) to obtain the entrained 

liquid fraction along the tube axis. It represents the integral effects of entrainment and deposition rates, then, the gas core 

density is calculated in every slice of the tube, under the homogeneous hypothesis, as shown in section 2.4 below. The 

momentum variation of the film is considered to be negligible.  

The pressure gradient is shared by both phases and is assumed to change only in axial direction (constant in radial 

coordinate). Body forces are excluded from the linear momentum equation, assuming that their contribution is negligible 

as confirmed by Wolf et al. (2001). 

The boundary conditions for equations (1) and (2) are given by: 

 

0 0
du

r
dr

= =  (3) 

0u r R= =  (4) 
 

The continuity of velocities and shear stresses at interface is respectively given by Eqs. (5) and (6).  
 

( ) ( )gc lf Iu R u R uδ δ− = − =  (5)  

gc lf IR Rδ δ
τ τ τ

− −
= =  (6) 

 

The mass flows of gas core and liquid film are calculated by the integration of the velocity profiles as, 
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R
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−
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(8) 

 

These relations represent the global mass conservation for the gas core and liquid film and are used, together with 

momentum conservation, in the solution algorithm for pressure gradient and film thickness calculation. 
 

2.2  Finite Volume Integration 
 

 The momentum equation for each region is integrated in its corresponding domain using the Finite Volume 

technique. An independent mesh with a fixed number of volumes for each region allows refinement within the liquid 

film. The gas-liquid interface is positioned between the last gas-core volume (Ng) and the first liquid film volume 
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(Ng+1), as shown in Figure 2. Along the iterative procedure, the film thickness varies each time it is corrected, so ∆rl and 

∆rg are adjusted since the number of volumes within liquid film and gas core is constant. 
 

 
 

Figure 2: (a) Grids for gas core and liquid film domains – (b) Finite volumes contiguous to the interface 

Integration of Eq. (1) in volume P (Figure 2) gives, 

 

( )2 2 2 2

, , ( ) ( ) 0
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����� �����

 

(9) 

 

The second term of the r.h.s represents the momentum variation of the gas core due to entrainment. The use of central 

differencing scheme (CDS) for interpolation of the velocity gradients results in the following algebraic equation for the 

discrete momentum conservation within volume P, 

 

p P e E w WA U AU A U B+ + =  (10) 

 

To integrate Eqs. (1) and (2) within volumes contiguous to the interface, Ng and Ng+1 in Figure 2-b, the 

continuity of interfacial stresses has to be ensured by finding a single expression to evaluate the interfacial shear stress in 

both volumes, as Eq. (11) illustrates. 
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δ δ
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− −

+
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������� �������
 

(11) 

 

To accomplish this, a procedure described in Patankar (1980) for media with non-uniform diffusion coefficient (say 

viscosity or conductivity) is used. An expression for an equivalent interfacial viscosity is derived out of the continuity of 

shear stress resulting in, 

 

, ,

1
;I I

I I

eff gc eff lf

f f rl
f

rl rg
µ

µ µ

 − ∆
= + =   ∆ + ∆ 

 (12) 

Then, the shear stress is obtained as, 

1Ng Ng

I I I

I I

u udu

dr r
τ µ µ + −

= =
∆

 (13) 

where 

( )1

2
Ir rg rl∆ = ∆ +∆  (14) 

The interpolation of the derivative at the interface is done by CDS using the velocities of interfacial volumes, Ng and 

Ng+1, as shown by Eq. (13).  

The effective viscosity, which is a function of the radial position, is stored at the volume faces in a staggered grid. 

This simplifies discretization since the viscosities are required at the volume interfaces to calculate momentum fluxes. So, 

the dynamic viscosities can be written as:  
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(15) 

where 
,eff gcµ and 

,eff lfµ are the effective viscosities that can be obtained by any turbulence model that is adequate for 

annular flow. For the case of laminar flow without entrainment the viscosities will simply be the ones of the liquid and 

gas (or "liquid core", in the case of liquid-liquid flows). 

Velocity fields for liquid film and gas core are solved in a single matrix equation simultaneously, as schematically 

shown below, satisfying the momentum equations and boundary conditions together with velocity and shear stress 

continuity at the interface, for given pressure gradient and film thickness. The resulting matrix has three non zero 

diagonals and can be easily solved by the TDMA algorithm. 

 

gc gc gc

lf lf lf

     
=     

     

A U B

A U B

⋱

⋱
 (16) 

 

2.3 Turbulence Model 

 

In order to make the model applicable to turbulent gas-liquid annular flows and validate the solution algorithm 

against available experimental data, the algebraic turbulence model proposed by Cioncolini et al. (2009) was selected to 

calculate eddy viscosities. This model treats the liquid film in an average way and the wavy nature of the interface is 

taken into account in the correlations proposed for turbulent viscosities, which were developed by the authors from a 

large experimental database. For the liquid film, the effective viscosity only depends on its thickness δ, and is calculated 

as,  
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Regarding the gas core effective viscosity, it varies linearly with wall distance and inversely proportional to a constant a.  
*
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For the computation of the constant a, the authors propose an average value of 4.2 ± 1.0 with an approximate standard 

deviation of 24%. In the present study, its value is set to 4.3.  

The parameters needed to solve this model are the liquid and gas core fluid properties (ρl, ρgc, µl and µgc), and the 

wall shear stress. The last one is obtained by deriving the velocity profile and the gas core properties are calculated as 

explained in the next section. 

Other turbulence models based on (time-averaged) Reynolds equations can be used, as long as they are based on 

turbulent viscosity and, of course, include the effects of the interface waves in an average way into the turbulent viscosity 

model.  

 

2.4 Liquid entrainment and gas core properties 

 

As this model solves developing and equilibrium annular flow, the entrainment correlation of Kataoka et al.(2000)  

was used for predicting the entrained liquid fraction e; it is valid for entrance region and under hydrodynamic equilibrium 

conditions, given by: 

 

( )( )5 21 exp 1.87 10e eζ−
∞= − − ⋅  (17) 

 

where ζ and e∞ are the dimensional distance and the equilibrium entrained fraction, respectively, given by: 

 

( ) 0.5

0.25

Relz d
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l
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Out of the total gas and liquid mass flow rates
 gmɺ and lmɺ , which are input data, and the fraction of liquid entrained 

calculated through Eq. (23), liquid entrained (
lemɺ ), liquid film ( lfmɺ ) and gas core ( gcmɺ ) mass flow rates can be obtained 

as, 

 

le lm m e= ⋅ɺ ɺ
 

lf l lem m m= −ɺ ɺ ɺ
 

gc g lem m m= +ɺ ɺ ɺ  

(19) 

Finally, the gas core fluid properties 
gcρ and 

gcµ  are calculated according to the homogeneous model as, 

 

( )1
gc g l

ρ α ρ αρ= − +

 ( )1gc g lµ α µ α µ= − ⋅ + ⋅  
(20) 

 

where α  is the droplet volume fraction: 

 

l l
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ρ
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ρ ρ
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(21) 

 

The gas core density derivative appearing in the advective term of the momentum equation can be explicitly obtained 

deriving the expressions above, as: 
 

( )gc

l gc
z z

ρ α
ρ ρ

∂ ∂
= −

∂ ∂
 

 

and 
 

e

z e z
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=
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The change in gas density due to decreasing pressure along flow development is neglected. Then,  
 

( ) ( )1
gc

l gc

e

z z e

ρ α
ρ ρ α

∂ ∂
= − −

∂ ∂
 (22) 

 

3. SOLUTION ALGORITHM 
 

The flow chart shown in Figure 4 summarizes the scheme of solution. The input data consists in mass flow rates of 

each phase, fluid properties, tube dimensions, initial conditions and numerical parameters such as convergence tolerance 

and mesh size. Initial values of pressure gradient and film thickness need to be guessed. These are corrected through an 

iterative procedure until the converged values are obtained. 

For a given film thickness, the external loop starts calculating the position of the volume centers and faces for the 

whole domain, gas core and liquid film. Then, the fraction of liquid entrained is obtained from Eq. (18) and liquid film 

and gas core mass flow rates form Eqs. (19). The fluid properties of the gas core are calculated through Eqs. (20). For a 

given pressure gradient, the internal loop first calculates the effective viscosity, in this case using the turbulence model 

described in section 2.3. Then, system (16) is solved to obtain the velocity profiles of liquid film and gas core. With the 

last one , the gas core mass flow rate is obtained using Eq. (7) and the pressure gradient is adjusted to satisfy the known 

gas core flow rate through a procedure similar to the one proposed by Patankar & Spalding (1972). This algorithm uses 

the error between the flow rate calculated from the velocities obtained from momentum equations and the given value to 

correct the pressure gradient. This corrected value is inserted into the momentum equation and new velocities are 

obtained. This process is repeated until the total mass flow rate is satisfied. The wall shear stress required for effective 

viscosity computation, is updated within each pressure gradient correction iteration, since the velocity field changes. 

After convergence of the internal loop, the velocity fields and pressure gradient satisfy momentum equation for a given 

film thickness. Next, the liquid film thickness is corrected to satisfy the mass flow rate of the liquid film using Eq. (8). As 

the number of volumes in each domain is constant, values of ∆rg and ∆rl change, as well as the positions of volume 
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centers and faces. As the correction of δ affects the velocity field of both, gas core and liquid film, the algorithm re-enters 

the internal loop, to find the pressure gradient that satisfies momentum equation for the new film thickness. This process 

is repeated until convergence of the whole system, obtaining velocity fields, film thickness and pressure gradient that 

satisfy momentum and mass conservation equations (Eqs. (7) and (8)).  

It is important to highlight that the coupled solution of liquid film and gas core velocity fields (Eq. (16)) satisfies the 

continuity of shear stress at the interface and provides a pressure gradient dependent upon the gas core mass flow rate. In 

turn, the pressure gradient is responsible for the liquid velocity field, which determines the wall shear stress. In this way, 

the intimate relationship between the wall shear stress and pressure gradient is fulfilled without explicitly making use of 

any equation to relate them within the solution process. This is one of the key points of the algorithm because the 

triangular relationship between the liquid film mass flow rate, the wall shear stress, and the film thickness is successfully 

solved making no use of empirical relations for wall or interfacial friction factor nor assuming any liquid film velocity 

profile.  
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Figure 3: Numerical scheme flowchart 
 

4. VALIDATION AND RESULTS 
 

In order to validate the solution algorithm two comparisons are carried out. First, the solution for laminar flow is 

compared against the analytical solution which has as input the pressure gradient and film thickness. Then, the model is 

used to compute the film thickness and pressure gradient for fully-developed and for developing turbulent flow for given 

gas and liquid flow rates and compared with experimental data from Wolf et al. (2001)  
 

4.1 Laminar, fully developed flow 
 

Velocity profiles obtained from the implemented algorithm using laminar viscosities are compared with the 

analytical solution for fully developed laminar annular flow for known pressure gradient and film thickness. This 

comparison aims the verification of the algorithm for simpler cases where no empirical correlations for modeling 

complex phenomena, such as entrainment or turbulence, are necessary. The predicted pressure gradient and film thickness 

were substituted into Eqs. (23) and (24) to compare analytical profiles with the predicted ones  
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u r R r R Rδ δ

µ µ
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(23) 

( ) 2 2
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dP dz
u r R r

µ
−

 = − 
 

(24) 

Figure 4 shows the velocity profiles for two viscosity relations and different superficial velocity relations, comparing 

the results obtained with the presented algorithm and the analytical solution (Eqs. (23) and (24)). It can be observed that 

in all cases, the predicted profiles laid over the exact ones. 
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Figure 4 - Comparison of numerical and analytical results for different viscosity and superficial velocity relations 

 

4.2 Fully developed turbulent flow 
 

The model was used to obtain hydrodynamic parameters for air-water, fully-developed annular flow, for gas mass 

flow in the range of 71-154 kg/m
2
s and liquid mass fluxes of 10-120 kg/m

2
s, corresponding to the experimental data 

presented by Wolf et al., 2001. Comparisons with experimental results are presented in Figure 5 for pressure gradient and 

film thickness.  
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Figure 5- a) Predicted pressure gradient vs. experimental data of Wolf et al. (2001). b) Predicted film thickness vs. 

experimental data of Wolf et al. (2001). 

 

 Figure shows the variation of pressure gradient and mean film thickness with liquid mass flow rate for different gas 

flow rates, compared with experimental values from Wolf et al. (2001) . In general, results show good agreement with 

experimental data and deviations can be attributed to turbulence modeling or the entrainment correlation used for 

predicting the entrained liquid fraction. It is emphasized that it is not the objective of this work to produce or validate new 

physical models but to present a solution algorithm for mass and momentum conservation equations for annular flow in 

ducts, general enough to be capable of dealing with various physical models such as other turbulence models, entrainment 

correlations, state equations for variable fluid properties, etc., that can be added to enhance its prediction capacity. 
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Figure 6- a) Pressure gradient vs. liquid mass flux, b) Film thickness vs. liquid mass flux , predicted and experimental 

Wolf et al. (2001). 
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4.3 Developing turbulent flow 

 

 The model was used to predict the flow parameters for developing annular flow, for flow conditions and mass 

rates as those of the experimental data presented by Wolf et al. (2001). Initial local pressure and mass fluxes are given. 

Even though the algebraic turbulence models used herein were developed for fully-developed flow, they were used for 

developing flow calculations, since no other suitable model was available by the time. Results are acceptable since some 

of the hypotheses assumed are still valid in quasi-equilibrium flow. Figure 7 shows the variation of liquid film mass flux, 

film thickness, pressure gradient and wall shear stress with axial distance for gas mass flux of 97 kg/m2s and water mass 

flux of 40 kg/m
2
s. All curves show quite good representation of the variables variations, with the exception of the wall 

shear stress. Even though the absolute error does not exceed 15%, the measured data show a steeper gradient towards the 

inlet region. As regards pressure gradient, the predicted values are within an error of 10% .Yet there is a slope change in 

the predicted curve which is unexpected according to experimental data.  
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Figure 7- Liquid mass flux, film thickness, pressure gradient, and wall shear stress for developing annular flow. 

Predicted. vs. experimental data of Wolf et al. (2001). 

 

5. FINAL REMARKS  
 

A solution algorithm for the calculation of two-phase annular flow was successfully implemented. It solves the 

triangular relationship between the liquid film mass flow, wall shear stress and film thickness through an iterative 

procedure, taking advantage of the coupled solution of gas core and liquid film velocity profiles. In this way, no empirical 

closure correlation is used, and no velocity profile is assumed beforehand for the liquid film. 

The model was successfully validated against the analytical solution for laminar flow and for a wide range of turbulent 

flow data of Wolf et al. (2001). For this, the turbulence model of Cioncolini et al. (2009) was used to compute the 

effective viscosities. Other turbulence models can be used, as long as they are based on turbulent viscosity.  
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As regards fully-developed flow, slight deviations between computed and experimental data can be observed for 

some flow conditions; however, these can be attributed to the turbulence modeling and/or entrainment correlations 

included in the model.  

The results for developing annular flow are in good agreement with the experimental data, especially quantitatively, 

being all values within an absolute error of 15%. Improvement in this field is matter of current research, in order to 

achieve a better understanding and a more sophisticated modeling of the processes of entrainment and deposition, as well 

as to incorporate the effect of the gas phase expansion due to pressure changes along the duct. Implementation of a two-

equation turbulence model suitable for developing annular flow is being carried out, using the algorithm hereby presented 

for the solution of the coupled equation system resulting from this model. 

The solution algorithm presented in this work can be readily extended to deal with other annular flow calculations, 

such as heat transfer problems, evaporating film, etc., as long as the physical phenomena are properly modeled. 
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