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Abstract. This work presents results of a valve timing optimizatiolc@ation for a single cylinder diesel engine, which
focused on the maximization of its volumetric efficiency.odputational model that allows for simulating in-cylinder
processes as well as the gas flow in admission and exhaust wast used in this optimization. In-cylinder processes
were simulated by using the single zone combustion modig admission and exhaust flows were simulated admitting
one-dimensional, unsteady and compressible behaviobjested to heat transfer and friction between the flowing gas
and the solid walls. The equations that govern such a flow weleed using the method of characteristics. In order
to obtain the optimal valve timing, two optimization prouess were used: the Zoutendikj method of feasible direstion
(FD) and the differential evolution method (DE). Both thpescedures allowed obtaining the same maximized volumetri
efficiency, which resulted being 8.4% higher than the inicédue. Nevertheless, they converged to slightly differalues

of valve timing parameters and, furthermore, the calcolatmade with the FD method consumed a significant smaller
computational time than that of the DE method.

Keywords: Multivariable optimization, differential evolution optization method, Zoutendikj optimization method of
feasible directions, optimal engine valve timing, maxinangine volumetric efficiency.

1. INTRODUCTION

Internal combustion engine functioning requires the gasest in each cycle to be discharged to the atmosphere in
order to allow filling the cylinder with a fresh charge. SuekKks are accomplished in the exhaust and intake processes,
respectively, which markedly influence engine performaae efficiency. The quality of these gas exchange processes
is usually evaluated through parameters such as the valignaéficiency or the residual gas ratio. Additionally, exisa
and intake processes influence mutually one to other, asdrttérdependence results not only from the fact that they
can occur simultaneously during a limited time, but alscdose the quantity of gas admitted into the cylinder durirg th
intake process is determined in some measure by the effeetbs with which the cylinder was unfilled during the exhaust
process.

On the other hand, the exhaust process and specially theddom, strongly depends on the temperature and on
the pressure of the working fluid at the ending of the expangiocess, and the latter are determined by its turn by the
phenomena that take place in the cylinder when the valMéarsiclosed.

These considerations permit concluding that the optinunatf the gas exchange processes must be conducted an-
alyzing all phenomena that occur in the engine, includirgyitihicylinder processes as well as those processes that take
place in the admission and exhaust ducts.

This work presents an optimization of admission and exhaalges timing, in which the maximization of volumetric
efficiency was adopted as target function. Two mathemapicaedures were used: the Zoutendikj method of feasible
directions, and the differencial evolution method. Ins$aof valve opening and duration of admission and exhaust pro
cesses (all expressed in terms of crank-angle) were useecesah variables. In order to evaluate the target function
computational model, which allows simulating the propageadf pressure waves in the admission and exhaust ducts, as
well as the in-cylinder phenomena was used.

2. INCYLINDER PROCESSES MODEL

In order to simulate in-cylinder processes the single zamahustion model, as enounced by Krieger & Borman
(1966), was used. According to this model, the working fluabwreated as an ideal gas mixture in chemical equilibrium.
Additionally, it was assumed that the working fluid is formafdthe following componentsH, O, N, Hy, OH, CO,
NO, 02, HQO, COQ, N2 eAr.

JANAF tables (Stull & Prophet, 1971) were taken as the mdereace for the calculation of the properties of each
ideal gas component. Besides that, in order to determinedghaibrium composition of the gas mixture, the following
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Figure 1. Control volume for in-cylinder processes analysi

combustion reaction was considered

4—1/2
x13 |Cn Him O Ng, + % (O3 + aNg + fCO2 + yH30 + 0Ar) | — 21 H 4 220 + 23N+
4+x4Ho + x50H + 26CO + 27 NO + 2809 + ©9Ho0O + 210CO9 + 11 No + 112 Ar
where _ _ _
— fuel-air equivalence ratio;

x1,...,212 — mole fractions of the combustion products;

T13 — number of moles of fuel per mole of products;

a, 3,7,0 — number of moles, in the environmental air,6f, CO>, H,O and Ar, respectively, per mole a@-.

The energy balance equation for the control volume showngnlFwas written as follows

dU = 5@ — oW + hf dmf 4+ haqg dmag + hey dmes (1)
dU = mdu+udm

oW = pdV

dm = dmy+ dmeq + dme,

From this equation and from the ideal gas state equationréimkeangle derivatives of the working fluid temperature
and pressure were obtained,
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In order to integrate these expressions it is necessaryadw kime rate of heat transfer between the working fluid and the
cylinder walls, Q) /d6 , as well as the mass flow rates through the control volume demigs dm; /d6.

In this work, the heat transfer rate was determined conisigdive surfaces with uniform temperatures (cylinder,
head, piston and admission and exhaust valves) subjectaxhtective heat transfer. The heat transfer coeffidiantis
determined using the correlation proposed by Woschni (1,967

h=a DC—O.QpO.S W0.8 T—0.53
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wherea is a constantD.. is the cylinder bore andV is a characteristic velocity defined as

T

Vi
W=ciwp+co plvl(p Po)
Wp — mean piston speed;
Vi, — displaced volume;
Do — cylinder pressure under motoring conditions;
Ti,p1, Vi — in-cylinder temperature, pressure and volume, relatiaedycle instant when the valves are closed;
c1, Co — adjusting constants.

Mass flow across the control volume boundaries includessaiom and exhaust gas flows, as well as the inflow of fuel
injected into the combustion chamber. Admission and extraass flows were determined using the model described in
Section 3. Additionally, in order to evaluate the mass flave of injected fuel it was taken into account that according
the single-zone combustion model it is assumed to be equlétapparent fuel burning rate, which was modeled in the
present work using two Wiebe functions (Miyametioal., 1985) as follows

dmf d\I/p d\I/d
- P 1— ¢
dv, GoH1 (0—0,\ 0 — 0\
- = 6.908 A0, ( A0, exp | —6.908 A0, (4)
AW, Cat1 (6—0i,\ 0 — 0\
— = 6. . —6. — 5
70 6.908 AD, ( A, ) exp | —6.908 A0, (5)
where
Xp — fraction of fuel burned during premixed stage;
Af, — duration of premixed burning;
Af; — duration of diffusion burning;
Cp — shape factor for premixed burning;
Ca — shape factor for diffusion burning.

3. MODEL FOR PROCESSES IN ADMISSION AND EXHAUST DUCTS

In order to model the processes in the admission and exhaots, dinidimensional and transient flow of a compress-
ible fluid was assumed. Furthermore, variation of ductseestion was allowed as well as heat transfer and friction
between the flowing gas and the rigid duct walls. Therefd¢re gguations expressing balances of mass, momentum and
energy resulted

dp ap ow 1 dA
- - e - 6
ot T TP T A a7 ©)
ow ow 190p
E‘FU)E-F—&-FF— (7
0s s kR, .

A — areaofflow;

¢ — sound local velocity in the fluid;

k — ratio of specific heats at constant pressure and volume;

p — pressure;

¢ — heattransfer rate, per unit mass of flowing gas;

R - gasconstant;

t — time;

w — velocity;

z — spatial coordinate;

p — fluid density.

These equations can be written in terms of the derivativesesfsure, velocity and entropyas follows
ou ou
0z

ot
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In the last equatiod), is the local diameter of the duct add} is the Fanning friction factor, defined as a function of the
wall shear stress,, according toC'y = (27,)/(pw?).
The matrix of coefficientsA presents the following eigenvalues,

Y1 =w+c Yo =wW —C Y3 =w

As these eigenvalues are real and different among them,%agegresents a hyperbolic system, whose characteristic
curves are the following,

e de_ - dz _
ar - 0Te ar e ar v
the respective compatibility equations result,
Mach lines
k—1 k-1 ¢ k—1 we dA 1 .
(dc)mach + T (dw)mach - T E (d/S)mach + T (_7 E + (k - 1) E (q + U/F) + F) dt (10)
Path line
kR ,.
(ds)path = C_2 (q + ’U}F) dt (11)

In order to integrate compatibility equations along theeesive characteristic curves the procedure proposedyay Pa
et al. (1986) was followed, as shown in Velasquez & Milanez (1996).

4. OPTIMIZATION METHODS
4.1 The Zoutendikj method of feasible directions

The Zoutendikj method of feasible directions (FD) can bedusesearch the minimum of a functiof{x), so that
vectorz € R" satisfies the restrictiong;(z) < 0, j = 1,...,m (Belegundu & Chandrupatla, 1999; Panteleev &
Letova, 2005).

The problem is formulated as follows: Determine the peint X that satisfies the following condition

f(:v*):gél)r(lf(x), X ={z]gj(z) <0, j=1,...,m} (12)
The search strategy consists in constructing a sequenagrdagpz*}, so thatf (z%+1) < f(z*),k =0,1,.... In order
to obtain the sequence of poirts*} the following approach is used

=2k 41 d¥ k=0,1,... (13)

wherez” is a feasible point, so that
—ex < g(a*) <0, je, (14)

here,J, represents all the indexgof those restrictions for which the condition (14) was d$etts
The step,, > 0 must be found solving the following one-dimensional mirgation problem,

f(z* +t), - d*) — min (15)
g-xk—i—tkmllC <0, j=1,....m 16
J

This one-dimensional problem can be solved using any dlgorbased on the verification of necessary and sufficient
conditions for a local minimum. If such a minimum does nosexstept;,, must be choosen from

ty = min{t; >0, t;* > 0} 17)
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where,t; andt;* are determined, respectively, from the following expressi

f(k + ¢ - d¥) = min f(2* + 1, - d¥) (18)
1,>0
t#* = min{t]}, andt] satisfies the conditiong (z* + t; - d*) = 0, tx > 0 (19)

The search directiod” is obtained from the following inequation system

V)T d* < 0 (20)
Vg;i(e®)T-d* < 0, jeJ, (21)

being determined by solving the following linear programgproblem

z —  min,

ViEhHT a8 < 2
V(@) -d¥ < 2 el
|d¥ < 1, i=1,...,n

If the solutionz* of the linear programming problem resulted smaller than a new feasible directiod*+! must be
determined assuming, 1 = ¢;. Otherwise, ifz* > —¢i, the minimum was found within an accuragy.

4.2 The differential evolution method

Differential evolution (DE) is an evolutionary algorithnmgposed by Storn and Price (1995). While DE shares simi-
larities with other evolutionary algorithms, it differgysiificantly in that the information about distance and dimtof
the current population is used to guide the search proceBsudges the differences between randomly selected vectors
(individuals) as the source of random variations for a thizdtor (individual), referred to as the target vector. T$ialu-
tions are generated by adding weighted difference veabditset target vector. This process is referred to asrthtation
operationwherein the target vector is mutated.cfossover stejis then applied to produce an offspring, which is only
accepted if it improves the fitness of the parent individdde basic DE algorithm is described below with reference to
the three evolution operationsiutation crossoverndselection

Mutationis an operation that adds a vector differential to a popaatector of individuals, according to the following
equation

zi(k +1) = i, (k) + frn - [Tiiry (K) — T4y (K)] (22)

wherei = 1,2, ..., N is the individual’s index of populatiork is the generationg; (k) = [z;1(k), zi2(k), ..., z;n (K)]T
stands for the position of theth individual of population ofNV real-valuedn-dimensional vectors;, r, andrs are
mutually different integers and also different from theming indexi, randomly selected with uniform distribution from
theset{,2,....i — 1,i+1,..., N}; zi(k) = [z:1(k), zi2(k), ..., zine (k)]T stands for the position of theth individual of
amutant vectorand f,,, > 0 controls the amplification of the difference between twoithials so as to avoid search
stagnation, and is usually taken from the range [0.1 — 1].

Crossovelapplied to the population is employed to generate a trigtiorday replacing certain parameters of the target
vector with the corresponding parameters of a randomly rgeeé donor vector. For each vectofk + 1), an index
rnbr() € {1,2, ..., N} is randomly chosen using uniform distribution, and a tredter,u; (k+1) = [u;1 (k+ 1), uie(k+
1),...,u;n (k + 1)]7, is generated with

zij(k+1) if randb(j) < CRorj = rnbr(i)

uij(k+1) = { (k) if randb(j) > CR orj # rnbr(i) @9

In the above equationsandb(j) is thej-th evaluation of a uniform random number generation wifjril] andC' R
is in the range [0, 1].

Selectionis the procedure of producing better offspring. To decidetivar or not the vectai;(k + 1) should be a
member of the population comprising the next generatias,dompared with the corresponding vectgfk). Thus, if f
denotes the objective function under minimization, then

u;(k+1) if f(u(k+1)) < f(zi(k))

zi(k+1) = { 2i(k+1) = x;(k) otherwise &0

In this case, the functiofiis evaluated at each trial vectey(k 4+ 1) and compared with the corresponding value of its
parent target vectar; (k). If f(z;(k)) is lower thanf(u;(k 4 1)), the target is allowed to advance to the next generation.
Otherwise, the target vector is replaced by a trial vectdhénext generation.



Proceedings of ENCIT 2010 13th Brazilian Congress of Thermal Sciences and Engineering
Copyright © 2010 by ABCM December 05-10, 2010, Uberlandia, MG, Brazil

Storn and Price (1995) and Storn (1996) proposed ten diffesteategies for DE based on the individual being dis-
turbed, the number of individuals used in the mutation pse@nd the type of crossover used. The strategy described
above is known as DE/rand/1/bin, meaning that the targebvézrandomly selected, and only one difference vector is
used. This strategy was considered here.

5. APPLICATION TO A SINGLE-CYLINDER DIESEL ENGINE

The simulation model described in sections 2.and 3.was tepather with the optimization methods discussed in
section 4. The objective of the calculation was to deteentiie instants of valve opening, as well as the duration of the
time intervals when the valves are opened, so that the vatimedficiency of the engine can be maximized. The engine
volumetric efficiencyy, is defined as

Mair

N Vh * Pac

T

wherem,;, is the mass of air trapped inside the cylinder when the vahage closed}}, is the displaced volume of the
cylinder andp,,. is the density of the air at after-compressor conditions.

The analyzed engine was a hypothetical, turbochargedlesayinder and direct-injection diesel, whose main di-
mensions correspond to that of the six-cylinder, MWM Sp8ifX7T engine. Table 1 shows the relevant data used in the

Table 1. Simulation model data.

Engine data
Compression ratio 17.80
Connecting rod length [m] 0.170
Bore [m] 0.093
Stroke [m] 0.103
Number of valves (intake + exhaust) 2+1
Intake valve diameter [m] 0.031
Exhaust valve diameter [m] 0.039
Length of the admission duct [m] 0.380
Length of the exhaust duct [m] 1.500
Admission duct diameter [m] 0.048
Exhaust duct diameter [m] 0.050
Operational condition data
Engine speed [rpm] 2600
Pressure after compressor [bar] 1.620
Temperature after compressor [K] 360.0
Overall fuel-air equivalence ratio 0.717
Cylinder wall temperatures [K]
Head 538.0
Piston 637.0
Sleeve 598.0
Admission valves 702.0
Exhaust valve 1016.0
Apparent heat release rate model (Wiebe)
Oini = —4.74° A, =T7° Afy = 52°
(=138 Ca=0.98 Xp = 0.05
Fuel data
Empirical formula Chi4.4Ho4 9
Lower heating value [MJ/kg] 42.94
Environmental air data
Pressure [bar] 0.918
Temperature [K] 300.0
0O, molefraction 0.2082
N> molefraction 0.7760
C O, molefraction 0.0003
H>0 molefraction 0.0062

Ar molefraction 0.0093
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Figure 2. The single-cylinder engine.
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Figure 3. Evolution of the in-cylinder pressure towardseadable solution.

simulation, while a schematic representation of the engirshown in Fig. 2. It is worth mentioning that in order to
determine the working cycle of the engine it was necessasimalate its functioning along a time domain corresponding
to six cycles (4320 crank-angle degrees). This was madeéniineite the influence of the inicial conditions, which were
choosen arbitrarily and, by doing so, to obtain a periotligapeatable solution. In Fig. 3 it is shown the evolutiorilad
cycle (as @-V diagram of the gas exchange processes) towards this rbfestdution.

During the optimization calculation, the inverse of theuraktric efficiency was used as the target function to be
minimized. The lower and upper boundaries constraints sagdo decision variables are the ones shown in Table 2.

The optimization calculations were started assigning ¢odiécision variables the same values these parameters have
in the six-cylinder, MWM Sprint 6.07T engine. In Fig. 4 can $een the evolution of the volumetric efficiency values
during the optimization by the FD method. Both the optimi@amethods converged to the same valugghevertheless
the optimized value of), was obtained with slightly different values of the decisi@miables. These values are shown
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Table 2. Decision variables data.

Parameter Symbol Boundary constraints
Admission valves opening (c.a. deg. before TDC) Oavo 0 <0400 <30
Admission process extension YA 180 < Af,q < 220
Exhaust valve opening (c.a. deg. before BDC) Ocvo 10 < 0.0 < 60
Exhaust process extension Ab,, 220 < A, < 280
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Figure 4. Volumetric efficiency evolution during the optiration calculation (FD method).
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Figure 5. Mass flow rate through admission and exhaust valves
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Table 3. Results of the optimization calculation.

Parametr Symbol Initial value FD method DE method
Admission valves opening Oavo 4.0 6.6 6.7
Admission process extension Af,q 208.0 195.2 195.2
Exhaust valve opening Oevo 55.7 21.9 15.6
Exhaust process extension A6, 230.6 277.8 271.8
Volumetric efficiency i 0.831 0.901 0.901
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Figure 6. In-cylinder temperature during the gas exchamgegsses.

in Table 3. As can be seen in this table the optimized volumefficiency is significantly greater than its initial value
having passed from 0.831 to 0.901, thus increasing in 8.48tve to baseline case.

Figure 5 shows the mass flow rates through admission and sixtaues for both cases, the baseline as well as the
optimized. It can be noticed that the exhaust process ofgtimzed cycle starts later and continues during the adoriss
process, thus generating a long valves-overlapping perfapproximately 82.5 crank-angle degrees. Moreover, the
mass outflow through the exhaust valve is significant whigeatimission valve is open, configuring an intense cylinder
scavenging.

During the valves overlapping period, cold air is admittetbithe cylinder through intake valves and it mixes with
the hot combustion gases remanescent from the last cycis.nikture leaves the cylinder through the exhaust valve,
thus reducing the amount of residual gas and diminishindgrtegylinder temperature. This way, the amount of fresh air
trapped inside the cylinder rises. In Fig. 6, where the ilindgr temperature is shown, this effect becomes evideat. A
can be seenin this figure, when the piston is near the top adeadrcthe gas temperature was reduced from approximately
980 K into 800 K. In addition, for the optimized cycle the ighader temperature quickly falls down reaching a value as
low as 430 K and remains near this value during most of thénséroke.

6. CONCLUSIONS

It was presented a valve timing optimization for a singlérmjér diesel engine. Two optimization procedures were
used, the Zoutendikj method of feasible directions and ffierdntial evolution method. Despite both these procedur
have converged to the same value of the objective functi@mgptimal valves timing parameters resulted slightlyedéht
for each one of them.

For the analyzed conditions, the optimal valves timing watsimed by opening the exhaust valve later and holding it
opened for a longer period (relative to the baseline cadeg.aiimission valve by its turn was opened advanced, but the
duration of the valve event was made shorter (relative tdb#seline case). All this resulted in a large valves oveitapp
period, which allowed intensifying the cylinder scavengithus reducing significantly the temperature of the inaciér
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gas and rising the amount of trapped air at the end of the gdmeage processes.
The optimized volumetric efficiency resulted significarttigher than its inicial value, passing from 0.831 to 0.901,
thus it increased by 8.4%, relative to baseline case.
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