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Abstract. The work investigates the pressure waves behavior in the intake system of an internal combustion engine. 

For the purpose of examining this problem, it was chosen an experimental study in order to validate the results of the 

present simulation. At the literature there are several experimental studies, and some numerical simulations, but the 

most of the numerical studies treat the problem only in one dimension in practical problems, or two dimensions in 

specific problems. Using a CFD code it is possible to analyze more complex systems, including tridimensional effects.  

The pulsating phenomenon is originated from the periodic movement of the intake valve, and produces waves that 

propagate within the system. The intake system studied was composed by a straight pipe connected to a 1000 cc engine 

with a single operating cylinder. The experiments were carried out in a flow bench. In the present work, the governing 

equations was discretized by Finite Volumes Method with an explicit formulation, and the time integration was made 

using the multi-stage Runge-Kutta time stepping scheme. The solution is independent of mesh or time step. The 

numerical analysis presents a good agreement with the experimental results. 
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1. INTRODUCTION 

 

The treatment of the pressure waves problems has immediate practical interests, for example, the air intake system of 

an internal combustion engine. In the internal combustion engines the pulsating phenomenon is originated from the 

periodic movement of the intake valve and piston, and produces waves that propagate within the system. If the peak of 

pressure is in the intake valve at its closure, the volumetric efficient increases.  

Morse et al. (1938) studied the influence of acoustic vibrations derived from the movement of the valves of an internal 

combustion engine, and state that they can decrease or increase the performance of equipment.  

Benson and Winterbone (1989) said that in case of a real engine, when the pressure pulse reaches the intake valve at 

its closure, there is an increase of amount of air admitted. Previously, Benson had successfully used the numerical 

method of characteristics to simulate this kind of problem.  

In the field of Finite Volumes treatment, Yasunobu et al. (2002) showed the numerical results obtained by using the 

TVD (Total Variation Diminishing), second order scheme to solve the conservation equations. It considers a tube with a 

high pressure closed chamber, separated by a diaphragm of another chamber, at ambient pressure, opened to the 

external environment. It is shown that the maximum variation of the wave of compression or expansion depends on the 

initial difference of pressures between the chambers, but is independent of their size.  

William-Louis et al. (2004) investigated, using the Finite Volumes Method, the output of an air duct, which has inside 

a high pressure chamber separated by a diaphragm of the remaining tube. However, takes into account different 

considerations at the exit of the tube. The time step was set at 2.08E-06 seconds, with a cell size of 12E-4 meters, the 

accuracy of the solution is second order both in space and time. They compared the numerical results with experimental 

work reported, and also with analytical results developed by Brown and Vardy (1994). They concluded that the overall 

pressure waves are the superposition of waves that propagate in their own output and reflecting on the corners of the 

output. The analytical calculation was confirmed, showing that the amplitude of transverse wave at the output flange is 

not much more important than the flange, although the analytical calculations not represent well the reality of the first 

few seconds, since they underestimate the first pressure gradients. 

When it is desired to capture the pressure waves phenomenon in low Mach number compressible flows, the system of 

equations is very stiff, and the numerical scheme must be manipulated to decrease the great disparities between time 

and/or length scales usually caused by the differences between acoustic and convective velocities. When it is done by 

using a precondition matrix, the numerical scheme loses its accuracy in time. The preconditioning matrix used in the 

present work was exposed by Weiss (1995). To return the accuracy in time, the dual time-stepping scheme was used 

(Merkle (1987)).  
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The work of Sod (1978) provides exact solutions using various methods to the problem of pressure waves 

propagation, creating a basis for comparison for future validations.  

Hanriot (2001) conducted experiments to evaluate the reflections in an air intake duct. The experimental 

methodology, all performed in a flow bench, looked at the waves in the duct with and without resonator, was assessed at 

different speeds and lengths of pipelines. With the resonator, different volumes of resonance chamber could be 

analyzed. 

In the present work, the validation of the program is presented and a comparison between the numerical and 

experimental investigation presented by Hanriot (2001) is made. As the velocity of the phenomena is very high, the 

time step must be very small, in order to reach the stability criteria used in the program. By this way, it is preferable to 

use an explicit formulation, because it needs less memory to perform the calculations, and according to Al-Falahi et al. 

(2010) and Star CCM+ User Guide (2010), it is necessary to use the multi-stage Runge-Kutta time stepping scheme to 

make the time-integration. The coupled form was used because it can treat de velocity of propagation more realistically 

than the segregated form. This formulation was also advised by Star CCM+ User Guide (2010) with the argument that it 

must be used in case where the pressure waves are more important. 

 

2. CASE DESCRIPTION 

 

The experimental basis of the numerical study is the investigation made by Hanriot (2001). It was chosen the case 

that treat about an approximately 2 meters long admission tube, with a resonator in a particular position. The resonator 

and its connection with de tube have their dimensions shown in Fig. 1. The engine rotation is 600 rpm. The problem to 

be solved has a three-dimensional domain with the intention to study the effects of pressure waves over the numerical 

code, using an experimental procedure the way that the results can be compared. Obviously, the domain has the same 

geometry of the used in experimental procedure carried out by Hanriot (2001). It was chosen a single case of all 

experimented, as already commented. The geometry is shown in Fig. 1. 

 

 
Figure 1. Domain of the problem (mm). 

 

2.1. Boundary and initial conditions 

 

The initial condition comes from a previous cycle simulated, the way that a result can be reached with no 

perturbation of the resonating phenomenon or distortions caused by the fluid at rest (as the fluid velocity is unknown, 

the first cycle starts with the fluid velocity zero to generate the initial condition to the second cycle). The entire domain 

has wall condition with slip treatment. The intake valve region has experimental pressure that varies according the time. 

The other extremity is opened to the atmosphere (stagnation pressure condition). 

 

2.1.1 Wall condition 

 

To solve this problem, all boundaries have the same wall condition. Velocity, pressure and temperature (inviscid flow) 

for slip walls are defined by extrapolating the parallel component in the adjacent cell using reconstruction gradients. 

 

2.1.2 Pressure Outlet Condition 

 

The boundary pressure    is specified. When the flow changes its direction, the boundary pressure is assumed to be 

given by: 

 

              
 

 
  |  |

                                                   (1) 
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where    is the normal component of the boundary inflow velocity. This approach discourages backflow from 

occurring. Problems arise when flow recirculates at the pressure outlet boundary, in which case that boundary is no 

longer a real outlet. To prevent this, the dynamic head is added to pressure only on the faces where recirculation occurs. 

In this case, the boundary face velocity and the temperature are extrapolated from the interior using reconstruction 

gradients. 

 

2.1.3 Stagnation Inlet 

 

About the velocity, the boundary face velocity magnitude is obtained from: 

 

   √                                                                (2) 

 

where    is the specific heat,     is the total temperature and    is the static temperature. The boundary face total 

pressure     is specified. For a subsonic flow    is extrapolated from the adjacent cell using reconstruction gradients. 

The boundary face total temperature     is specified, and the static temperature    is obtained as follows: 

 

   
   

      ⁄  
 

  ⁄
                                                        (3) 

 

where     is the total pressure,    is the static pressure, R is the ideal gas constant. 

 

2.2. Mathematical Model 

 

2.2.1 The governing equations 

 

The basic flow and energy equations are presented in their coupled form for a compressible and inviscid flow. The 

Navier-Stokes equations in Cartesian integral form, for an arbitrary control volume V, with differential surface area da 

as showed in Star CCM+ User Guide (2010), may be written: 
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and    ,  , E, and P, are the density, velocity, total energy per unit mass, and pressure of the fluid, respectively.    is the 

viscous stress tensor,    is the heat flux vector, and    is the grid velocity vector. Total energy E is related to the total 

enthalpy H by: 
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where: 
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2.2.2 Preconditioned equations 

 

To provide efficient solution of compressible flow at all speeds, a preconditioning matrix Γ is added: 

 

 
 

  
∫     ∮[   ]    
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and: 
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where: 

 

  [   ]                                                          (12) 

 

is the dependent vector of primary variables.     is the derivative of density with respect to temperature at constant 

pressure, and δ = 0 or 1. For an ideal gas     
 

  
, δ = 1 and this matrix becomes a member of Turkel’s family of 

preconditioners. The parameter   is given by: 
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and: 

 

𝑈𝑟  𝑚𝑎𝑥(| |, 𝜈 Δ𝑥, 𝜖√   , 𝑈𝑟 𝑚  ⁄⁄ )                                           (14) 

 

where Δ𝑥 is the inter-cell length scale over which the diffusion occurs and    is the pressure difference between 

adjacent cells. For compressible flows, 𝑈𝑟  is further limited to local acoustic speed c. The term 𝜖 is     , and ensure 

the stability. 

 

2.2.3 Numerical scheme 

 

The flow domain is replaced by a finite number of control volumes, using a trimmed mesh in Fig. 2.  

 

 
 

Figure 2. Used mesh and a zoom to better visualization. 

 

The trimmed cells mesher provides a robust and efficient method of producing a high quality grid for both simple and 

complex mesh generation problems. It combines a number of highly desirable meshing attributes in a single meshing 

scheme like explained in Star CCM+ User Guide (2010). By this way, the preconditioned equations in discrete form can 

be demonstrated. Applying Eq. (10) to a cell-centered control volume n, it raises the following discretized system: 

 

    
   

  
 ∑ (     )                                                   (15) 

 

where the summation is over the faces defining cell-n,    and    are the inviscid and viscous fluxes through face-f.     

is the volume of cell-n and    is the preconditioning matrix evaluated in cell-n. 
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The explicit integration is  based on a multi-stage Runge-Kutta scheme. In this case the Courant number is typically 

limited to one. This restriction is much more severe than the implicit integration scheme, although much less storage 

will be required for the same size problem. In this case the size of the time-step is determined automatically by the 

solver such that one value satisfies the Courant condition at all points (that is, the minimum allowable time-step is used 

everywhere). 

 

2.2.4 Time step calculation 

 

The local time-step (seconds) is computed by consideration of the Courant number and Von Neumann stability 

conditions: 

 

   𝑚  (
     

    
,
    

 
)                                                   (16) 

 

where CFL is the Courant number (dimensionless), V is the cell volume (m³),   is the Von Neumann number (   ), 

 Δ  is a characteristic cell length scale (m) and    is kinematic viscosity (m²/s).       is the maximum eigenvalue of the 

system as follows: 

 

 𝑚          | |                                                    (17) 

 

where   is velocity and    is the speed of sound. 

 

2.2.5 The Runge-Kutta scheme 

 

An important family of time-integration techniques which are of a high order of accuracy, explicit but non-linear and 

limited to two time levels is provided by Runge-Kutta methods. Compared with the linear multi-step method, the 

Runge-Kutta schemes achieve high orders of accuracy by sacrificing the linearity of the method but maintaining the 

advantages of the one-step method, while the former are basically of a linear nature but achieve great accuracy by 

involving multiple time steps, as explained in Hirsch (2007). 

Jameson et al. (1981) explain that an explicit multi-stage time-stepping scheme may be used to discretize the time-

derivative in Eq.(10). The solution is advanced from time    to   Δ  time with an m-stage Runge-Kutta scheme, given 

by: 

 

        

 

               
         

 

       𝑚                                                         (18) 

 

i = 1, 2, 3, …m is the stage counter for the m-stage scheme and    is the multi-stage coefficient for the ith stage. In this 

work, it was used the 5-stage scheme of Runge-Kutta method, and the coefficients founded in the literature are:  

 

  = 1/4,   = 1/6,   = 3/8,   = 1/2,    = 1. 

 

The residual      is computed from the intermediate solution     , and is given by: 

 

     
 

 
∑ { (    )   (    )}                                               (19) 

 

The residual is just a resource to be able to raise the time step without causing instability. The residual for cell-i is 

filtered using a Laplacian operator. 

 

 ̅      ∑ ( ̅   ̅ )       𝑟                                               (20) 

 

This equation is used with a Jacobi iteration: 
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where   
  represents the original (unsmoothed) residuals and  ̅ 

  represents the smoothed residuals after iteration m.    is 

the under-relaxation factor.  

 

2.2.6 The treatment of inviscid fluxes 

 

The inviscid fluxes are evaluated by using the Weiss-Smith preconditioned Roe’s flux-difference splitting scheme 

[Weiss et al. (1995) and Weiss et al. (1999)]. The    term contains characteristic information propagating through the 

domain with speed and direction according to the eigenvalues of the system. By splitting this term, each part contains 

the characteristic information, and upwind differencing the split fluxes in a manner consistent with their corresponding 

eigenvalues, the following expression for the value of the flux at each face is obtained: 

 

   
 

 
        

 

 
 | |Δ                                                 (22) 

 

“0” and “1” refer to the cells on either side of face-f. 

 

Δ    
𝑟    

𝑟                                                         (23) 

 

where   
𝑟and   

𝑟  are the solution vectors from cell-1 and cell-0 interpolated to the face using reconstruction gradients. 

 

| |   | |                                                          (24) 

 

where | | is the diagonal matrix of eigenvalues and M is the modal matrix that diagonalizes      

  
. By using these 

reconstructed solution vectors, the discretization scheme becomes formally second-order accurate. It can be viewed as a 

second-order central-difference plus an added matrix dissipation. The added matrix dissipation term is not only 

responsible for producing an upwinding of the convected variables, and of pressure and flux velocity in supersonic 

flow, but it also provides the pressure-velocity coupling required for stability and efficient convergence of low-speed 

and incompressible flows. 

 

2.2.6 The Dual Time-Stepping Scheme 

 

The preconditioning matrix deteriorates the temporal accuracy. To return the accuracy in time the dual time-stepping 

scheme is implemented in the numerical scheme, as shown: 

 
 

  
∫     

 

  
∫     ∮[   ]    

 

 
                                        (25) 

 

Here it was introduced a pseudo-time derivative. The time-dependent (physical-time) is discretized in an implicit 

fashion by means of a second order accurate, three point backward difference in time. This scheme added to the Runge-

Kutta scheme provides an algorithm that drives the pseudo-time derivative term to zero. 

 

3 VALIDATION OF THE CFD CODE 

 

To ensure de capability of the CFD code to solve this kind of problems and capture shock effects, the code has been 

validated against an exact solution for Inviscid Flow in Shock Tube. 

 

 
Figure 3. Solution domain for validation 

 

The present CFD solution is compatible with the solution of Sod problem, and is also compatible with the analytical 

solution of Star CCM+ User Guide (2010). The Sod problem is essentially one-dimensional problem with domain 

  𝑥    and a discontinuity in a 𝑥     , that separates two regions at pressure ratio of 10. It was found a solution in 

the work of Al-Falahi et al. (2010) that is compared with the exact solution found in Sod (1978). The configuration used 

in Al-Falahi et al. (2010) was: P(left)=1; P(right)=0.1; ρ(left) = 1; ρ(right)=0.125; u(left)=0; u(right) = 0. 
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Figure 4. Present solution at 0.64ms. 

 

 
Figure 5. Exact solution and CFD solution of Al-Falahi et al. (2010). 

 

It can be observed that the two physical phenomena in these simulations are totally compatible. That oscillation in the 

“contact surface” and “shock wave” surface rises because the residual      is considered in the numerical model. The 

comparison basis uses this term too. Without the residual, the solution is also acceptable, and these oscillations 

disappear. The residual is just a resource to be able to raise the time step without causing instability. This numerical 

oscillations decrease as the mesh is refined.  

 The velocity of the pressure wave is proportional to the speed of sound in the air, at the same conditions: 

 

  √                                                               (26) 

 

where k is the ratio of specific heats at constant pressure, R is the ideal gas constant, T is the temperature and        is 

the velocity of the flow. 

A monitoring point at 0.35 m from the initial discontinuity, begins to change its the pressure at 5.76E-4 seconds of 

simulation. The flux that is established due to pressure ratio in this case reaches its “terminal” velocity for this pressure 

ratio, about 280 m/s. It gives us a velocity of pressure wave about 327 m/s. Approximately 6% lower than the 

theoretical speed of sound that would be 347 m/s. 

 

4 EXPERIMENTAL PROCEDURE 

 

The experimental procedure was carried out by Hanriot (2001). In the experimental work, it was used a flow bench 

composed by a blower that provides the air flow to the intake system. The valves of the combustion chamber are driven 

by an electrical motor that controls the camshaft speed. The movement of the valves gives rise to a series of pressure 

waves, which were read at different positions through the use of pressure transducers. The original experimental work 

collected all data at different rotation, different tube length, different position of the resonating cavity and different 

chamber volume. A simplified arrangement is shown in Fig.6. 
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Fig.6. Schematics of intake pipe with Helmholtz resonator. 

 

In the present work, it was chosen a single case with the following configuration: Camshaft rotational speed at 600 

rpm, the resonator at position 6 with internal chamber at 30 mm height. All other dimensions are illustrated in Fig.1. 

 

5. RESULTS AND DISCUSSION 

 

For all the results, it was reached the independency of mesh size and time step. To discuss the results several images 

of the simulation will be shown. Figures 7 to 9 show a very good agreement between the numerical and experimental 

results. The pressure waves have the same profile in most instants, even in most distant position like position 10. 

The position R would be the more critical because it is after an abrupt change in direction, and in case of resonator 

studies in air intake system of ICE (internal combustion engines), the pressure at this point is very important. The 

position R is shown in Fig.10, and presents very good agreement with the experimental results also. At this point the 

pressure has the same behavior in both the experimental method as the Finite Volumes Method.  

At the starting cycle (fluid at rest, cycle used like initial condition), the resonating effects are more clear and the 

graphic become very irregular. In the second cycle, the behavior stabilizes and the graphic become uniform and its 

profile matches the experimental. At all points measured (Fig. 6), the results matched successfully. In this work only a 

few points were selected to illustrate the results. The intake valve behavior is shown in the Fig. 11. 

 

 
Figure 7. Pressure at position 2. 

 



Proceedings of ENCIT 2010                                                                      12
th
  Brazilian  Congress of Thermal Sciences and Engineering 

Copyright © 2010 by ABCM   December 5-10, 2010, Uberlância, MG 

 
Figure 8. Pressure at position 5. 

 

 
Figure 9. Pressure at position 10. 

 

 
Figure 10. Pressure at position R. 
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Figure 11. Valve lift versus camshaft angle. 

 

 
Figure 12. Pressure field at the end of the simulation. 

 

Figure. 12 shows an example of three-dimensional domain and it’s plotted the pressure field showing the capability of 

the code cover the three dimensions. The three-dimensional behavior is usually neglected because the pressure is 

calculated with other simplified methods. Using the Finite Volumes Method as in this code, these very important effects 

can be studied in complex geometries. 

 

6. CONCLUSIONS 
 

The work investigates the pressure waves behavior in the intake system of an internal combustion engine and made a 

comparison between the experimental and numerical results. The pressure at the valve was measured and inserted as a 

boundary condition in the simulation to study numerically the pressure waves along the geometry. The code presented 

very good results, capturing the physical transient behavior of the phenomenon and the three-dimensional effects, 

becoming a very useful design tool in the cases of very complex geometries. The numerical results obtained using Finite 

Volumes Method matched with experimental results in all points verified.  
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